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Introduction

Parabolic partial di�erential equations on evolving surfaces and their coupling to surface evolu-
tion equations model a wide range of real-life phenomena in physics and biology. The combined
geometric and time-dependent nature of such problems attracted interest to their numerical
analysis along the past years.

Evolving surface problems with a given velocity pose multiple hurdles within their numerical
analysis: since the surface on which they hold is curved, the analysis of spatial semi-discretisation
requires the study of errors related to geometric approximations; on the other hand the strong
time-dependent nature of these problems renders this �eld also interesting from the aspect of
time discretisations.

The starting point of the numerical analysis is the fundamental paper of Dziuk [Dzi88]
analysing surface �nite elements for elliptic partial di�erential equations on surfaces. This was
later extended to various parabolic problems on stationary surfaces [DE07b]. The theory of
partial di�erential equations on a closed evolving surface with a given velocity and the study of
the evolving surface �nite element method was started by Dziuk and Elliott [DE07a]. A great
number of papers dealing with various evolving surface problems and their evolving surface �nite
element discretisation have been surveyed in [DDE05, DE13a]. Further references can be found
later on in the text.

Further possible numerical approaches are level set methods, see [Set99] and [OF03], or the
unstructured �nite element methods, see [BBLO18], and the references therein.

The analysis of high-order time discretisations of evolving surface problems with a given
velocity was started by Dziuk, Lubich and Mansour [DLM12], which deals with time discreti-
sation using algebraically stable implicit Runge�Kutta methods, and by Lubich, Mansour and
Venkataraman [LMV13], dealing with time discretisations by backward di�erentiation formulae.
In both papers � and also for the results presented in this thesis � energy estimates for the
matrix�vector formulation play a crucial role in the stability analysis.

In Chapter 1 some recent results are collected in the case of evolving surface problems with
a given velocity. Various optimal-order error bounds for semi- and full discretisations, using
evolving surface �nite elements and implicit Runge�Kutta methods or backward di�erentiation
formulae, of linear parabolic problems are presented. In Section 1.8 we give optimal-order error
bounds for non-linear problems.

The sections of the chapter collect results from the papers [KP18a, Kov17, KP18b, Kov18]
and [KP16], see Appendices A�E.

The development of numerical algorithms for surface evolution also goes back to a paper of Dziuk
[Dzi90], which deals with a numerical algorithm for the mean curvature �ow. In contrast to
problems on an evolving surface with a given velocity, the numerical analysis of surface evolution
equations or problems coupling surface evolution to di�usion on the surface, i.e. where the surface
velocity depends on the solution of the problem on the surface, is far less explored.
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viii Contents

Chapter 2 collects � to the best of our knowledge � the �rst error estimates of semi- and full
discretisation of such solution-driven problems on surfaces of dimension two.

For evolving curves there are recent papers [PS17a] and [PS17b] on the �nite element analysis
of curve evolution (curve shortening �ow and elastic �ow) coupled to di�usion on the curve, while
[BDS17] studies a fully discrete scheme. Surface evolutions under Navier�Stokes equations and
Willmore �ow have recently been considered in [BGN15a, BGN15b, BGN16].

The convergence of the evolving surface �nite element method for mean curvature �ow of
closed surfaces is not understood, and has, as yet, remained an open problem since Dziuk's
formulation of such an algorithm in his paper [Dzi90].

The sections of the chapter collect results from the papers [KLLP17] and [KL18], see Appen-
dices F and G.



1. Numerical methods for parabolic problems

on evolving surfaces

In this chapter, convergence results on full and semi-discretisations of parabolic problems on
evolving surfaces are collected.

Parabolic partial di�erential equations (PDEs) on evolving surfaces arise in a wide variety of
applications in physics and biology. We refer to the papers [DE13a, DE07a, DE07b] collecting
many of these models, and also to the references therein.

The focus here is mostly on optimal-order error estimates for full discretisations using the
evolving surface �nite element method combined with high-order time integrators. In most
cases, the error bounds are shown by combining stability bounds, obtained by energy techniques,
cf. [LO95, AL15], and consistency estimates, obtained using the geometric error estimates and
error bounds for a suitable Ritz map.

This chapter is organised as follows. The �rst four sections are of preliminary nature: Sec-
tion 1.1 collects basic notions for linear evolving surface problems, Section 1.2 brie�y describes
the evolving surface �nite element method, while Section 1.3 describes the used time discreti-
sation methods. Finally Section 1.4 gives a brief literature overview on convergence results for
time-dependent problems on evolving surfaces. In Section 1.5 we present error bounds for the
arbitrary Lagrangian Eulerian evolving surface �nite elements, and an algorithm for computing
such maps. Section 1.6 gives semi-discrete error estimates in maximum norm. Section 1.7 collects
error estimates using high-order basis functions. In Section 1.8 error bounds are presented for
non-linear problems.

1.1. Parabolic problems on evolving surfaces: preliminaries and

notation

Research of the theory and, especially, of the numerical analysis of parabolic partial di�erential
equations on evolving surfaces was started by the paper of Dziuk and Elliott [DE07a], which
in turn �nds its roots in the fundamental paper of Dziuk [Dzi88]. We collect here the basic
de�nitions and notations. Although most of them became quite standard in the literature,
cf. [DE07a, DE13b, DE13a], it is worth to recall them below, allowing a clear and self-contained
presentation of our results.

We consider an evolving closed surface Γ(t) ⊂ Rm+1 (m = 2, 3) for 0 6 t 6 T , given by

Γ(t) = {X(p, t) | p ∈ Γ0},
of a su�ciently regular (non-degenerate and at least C2) function X : Γ0× [0, T ]→ Rm+1, where
Γ0 is a closed smooth initial surface, and X(·, 0) = Id. Sometimes it is convenient to use the
surface representation through a su�ciently regular (at least C2) signed distance function d (see
e.g. [DE07a]). The surface is then given by

Γ(t) = {x ∈ Rm+1 | d(x, t) = 0}.

1



2 Numerical methods for parabolic problems on evolving surfaces

The surface moves with a given smooth velocity v : ∪t∈[0,T ]Γ(t) × {t} → Rm+1, which satis�es
the ordinary di�erential equation (ODE), for all p ∈ Γ0,

d

dt
X(p, t) = v(X(p, t), t), (1.1)

with X(p, 0) = p. Note that with a known velocity �eld v, any point x = X(p, t) on Γ(t) at time
t and for �xed p ∈ Γ0 can be obtained by integrating the ODE (1.1) from 0 to t.

The material derivative of a function u is given by

∂•u(·, t) =
d

dt
u(X(·, t), t). (1.2)

We denote the unit outward normal by ν = νΓ(t). The tangential gradient for a function u is
given by ∇Γ(t)u = ∇u − (∇u · ν)ν. By ∇Γ(t) · v we denote the tangential divergence of the
velocity v, while the Laplace�Beltrami operator applied to u is denoted by ∆Γ(t)u, and is given
by ∇Γ(t) · ∇Γ(t)u. An important tool is Green's formula on closed surfaces, for smooth functions
u, ϕ : Γ(t)→ R, ∫

Γ(t)
∇Γ(t)u · ∇Γ(t)ϕ = −

∫

Γ(t)
(∆Γ(t)u)ϕ.

We use Sobolev spaces on surfaces: For a smooth surface Γ we de�ne

L2(Γ) =
{
η : Γ→ R

∣∣∣
∫

Γ
|η|2 <∞

}
,

H1(Γ) =
{
η ∈ L2(Γ)

∣∣∣ ∇Γη ∈ L2(Γ)m+1
}
,

and analogously for higher order versions Hk(Γ) for k ∈ N. See for instance [DE07a] or [DE13b]
for these notions.

The simplest model problem is the heat equation on a closed evolving surface, derived in
[DE07a], which reads:

∂•u+ u∇Γ(t) · v −∆Γ(t)u = f on Γ(t),

u(·, 0) = u0 on Γ(0),
(1.3)

where f(·, t) : Γ(t)→ R is a given inhomogeneity for all 0 6 t 6 T .

The variational formulation of this problem reads as: Find u ∈ H1(Γ(t)) with a time-
continuous material derivative ∂•u ∈ L2(Γ(t)) such that, for all test functions ϕ ∈ H1(Γ(t))
with ∂•ϕ = 0,

d

dt

∫

Γ(t)
uϕ+

∫

Γ(t)
∇Γ(t)u · ∇Γ(t)ϕ =

∫

Γ(t)
fϕ, (1.4)

with the initial value u(·, 0) = u0.

Existence and uniqueness results for (1.4), with suitable initial values u0, were obtained by
Dziuk and Elliott [DE07a, Theorem 4.4].

1.2. The evolving surface �nite element method

A starting point to surface �nite elements is the fundamental paper of Dziuk [Dzi88], while the
evolving surface �nite element method was later developed by Dziuk and Elliott [DE07a]. Here
we give a brief introduction to the evolving surface �nite element method.



The evolving surface �nite element method 3

The surface Γ(t) is approximated by a family of admissible triangulations denoted by Th(t),
with h denoting the maximum diameter. The notion of admissible triangulations, cf. [DE07a,
Section 5.1], includes quasi-uniformity and shape regularity. The vertices (xj(t))

N
j=1 of the dis-

crete surface Γh(t), given by its elements as

Γh(t) =
⋃

E(t)∈Th(t)

E(t),

are sitting on the exact surface Γ(t) for all 0 6 t 6 T .

The continuous, piecewise linear evolving surface �nite element basis functions φj(·, t) :
Γh(t)→ R (j = 1, 2, . . . , N) satisfy the property

φj(xk, t) = δjk for all j, k = 1, 2, . . . , N.

For every t ∈ [0, T ] the �nite element space Sh(t), spanned by the basis functions φj , is given by

Sh(t) = span
{
φ1(·, t), φ2(·, t), . . . , φN (·, t)

}
.

The discrete tangential gradient of a function uh ∈ Sh(t) on the discrete surface Γh(t) is given
by

∇Γh(t)uh = ∇uh − (∇uh · νh)νh,

understood in a piecewise sense, with νh = νΓh(t) denoting the outward unit normal to Γh(t).

The velocity of the discrete surface Γh(t), denoted by Vh, is given by the interpolation of v
using the basis functions: Vh =

∑N
j=1 v(xj(t), t)φj(·, t). Then the discrete material derivative is

given by

∂•hϕh = ∂tϕh + Vh · ∇ϕh (ϕh ∈ Sh(t)).

The key transport property derived in [DE07a, Proposition 5.4], is

∂•hφk = 0 for k = 1, 2, . . . , N. (1.5)

Therefore, the discrete material derivative of a temporally smooth surface �nite element function
uh(·, t) =

∑N
j=1 uj(t)φj(·, t) ∈ Sh(t) is simply given by

∂•huh(·, t) =
N∑

j=1

u̇j(t)φj(·, t) ∈ Sh(t).

Semi-discrete problem and matrix�vector formulation

The semi-discrete problem then reads: Find the �nite element function uh(·, t) ∈ Sh(t) with a
time-continuous discrete material derivative ∂•huh(·, t) ∈ Sh(t) such that, for all ϕh(·, t) ∈ Sh(t)
with ∂•hϕh(·, t) = 0,

d

dt

∫

Γh(t)
uhϕh +

∫

Γh(t)
∇Γh(t)uh · ∇Γh(t)ϕh =

∫

Γh(t)
fhϕh. (1.6)

The initial value uh(·, 0) and the inhomogeneity fh are taken as suitable approximations of u0

and f , respectively.

The above semi-discrete problem translates to a matrix�vector formulation presented below.
Apart form the obvious role in numerical computations, the matrix�vector formulation plays a
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central role in the stability analysis for many problems, see [DLM12, LMV13, KP18a, KP16] and
an even more crucial role in [KLLP17, KL18], see the appendices as well.

The time-dependent mass matrix M(t) and sti�ness matrix A(t) are de�ned by

M(t)|kj =

∫

Γh(t)
φjφk,

A(t)|kj =

∫

Γh(t)
∇Γh(t)φj · ∇Γh(t)φk,

(j, k = 1, 2, . . . , N). (1.7)

The right-hand side vector is simply given by

b(t)|k =

∫

Γh(t)
fhφk (j, k = 1, 2, . . . , N).

We obtain the following ODE system for the vector of nodal values u(t) = (uj(t))
N
j=1 ∈ RN ,

collecting the nodal values of uh(·, t) =
∑N

j=1 uj(t)φj(·, t) ∈ Sh(t):

d

dt

(
M(t)u(t)

)
+ A(t)u(t) = b(t),

u(0) = u0.
(1.8)

Concerning notation, we will apply the convention to use small boldface letters to denote
vectors in RN or R3N collecting nodal values of discretised functions on the surface denoted by
the same letter, and boldface capitals for matrices over the discrete spaces.

Lift

In the following we recall the lift operator, which was introduced in [Dzi88] and further investi-
gated in [DE07a, DE13b]. The lift operator maps a �nite element function on the discrete surface
onto a function on the smooth surface.

The lift of a continuous function ηh : Γh(t)→ R is de�ned as

η`h(y, t) = ηh(x, t), x ∈ Γh(t),

where for every x ∈ Γh(t) the point y = y(x, t) ∈ Γ(t) is uniquely de�ned via the equation

x = y + ν(y, t)d(x, t).

For vector valued functions the lift is meant componentwise. By η−` we mean the function whose
lift is η. We also have the lifted �nite element space

S`
h(t) :=

{
ϕ`
h | ϕh ∈ Sh(t)

}
.

1.3. Time discretisation methods

We now brie�y describe the time discretisation methods used in this thesis. Instead of the linear
problem (1.8) we consider a more general problem, which accommodates all subsequent problems
of this chapter:

d

dt

(
M(t)u(t)

)
+ A(t,u(t))u(t) = f(t,u(t)),

u(0) = u0.
(1.9)

For example in (1.8) we have A(t,u) = A(t) and the non-linearity takes the form f(t,u(t)) =
b(t).
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Implicit Runge�Kutta methods

An s-stage implicit Runge�Kutta method applied to the ODE system (1.9), with constant1 step
size τ , determines the approximations un ≈ u(tn) and the internal stages uni:

Mniu
ni = Mnu

n + τ
s∑

j=1

aiju̇
nj , for i = 1, 2, . . . , s, (1.10a)

Mn+1u
n+1 = Mnu

n + τ
s∑

i=1

biu̇
ni, (1.10b)

where the internal stages satisfy

u̇ni + A(tn + ciτ,u
ni)uni = f(tn + ciτ,u

ni) for i = 1, 2, . . . , s, (1.10c)

with Mni = M(tn + ciτ) and Mn+1 = M(tn+1), where tn = nτ . Note that u̇ni is not a time
derivative, only a suggestive notation.

The method is determined by its coe�cient matrix Oι = (aij)
s
i,j=1 and its vector of weights

b = (bi)
s
i=1, with the nodes ci =

∑s
j=1 aij . We will always consider Runge�Kutta methods that

have the following important properties:
• The method has stage order q > 1 and classical order p > q + 1.
• The coe�cient matrix Oι is invertible.
• The method is algebraically stable, i.e. the weights bi are positive and the following matrix is
positive semi-de�nite:

(
biaij − bjaji − bibj

)s
i,j=1

. (1.11)

• The method is sti�y accurate, i.e. the coe�cients satisfy

bj = asj , and cs = 1, for j = 1, 2, . . . , s. (1.12)

Algebraically stable Runge�Kutta methods are known to be A-stable. For the numerical
solution of parabolic problems, an important class of methods � which also satisfy the above
properties � are the Radau IIA methods. For more details we refer to [HW96, Chapter IV.].

From now on, under implicit Runge�Kutta method we always mean (unless stated otherwise)
a method which satis�es the above conditions.

Backward di�erentiation formulae

A k-step backward di�erentiation formula (BDF method) applied to the ODE system (1.9), with
constant step size τ , determines the approximations un ≈ u(tn):

1

τ

k∑

j=0

δjM(tn−j)un−j + A(tn,u
n)un = f(tn,u

n), (n > k), (1.13)

where the coe�cients of the method are given by δ(ζ) =
∑k

j=0 δjζ
j =

∑k
i=1

1
i (1− ζ)i, while the

starting values u0,u1, . . . ,uk−1 are assumed to be given. They can be precomputed in a way as
is usual for multistep methods: using lower-order methods with smaller step sizes, or using an
implicit Runge�Kutta method of the same order.

1This assumption is only made for simplicity. Most of our results hold for variable step sizes, cf. appendices.
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The method is known to be 0-stable for k 6 6 and have order k, furthermore, being A(α)-
stable with angles 90◦, 90◦, 86.03◦, 73.35◦, 51.84◦, 17.84◦, respectively. For more details we refer
to [HW96, Chapter V.].

We also consider linearly implicit BDF methods, which applied to the ODE system (1.9)
determine the approximations un ≈ u(tn), by solving the linear system of equations:

1

τ

k∑

j=0

δjM(tn−j)un−j + A(tn, ũ
n)un = f(tn, ũ

n), (n > k), (1.14)

where the extrapolated vector ũn is de�ned by

ũn =
k−1∑

j=0

γju
n−1−j , n > k.

The coe�cients are given by the same function δ(ζ) as for the fully implicit case, and γ(ζ) =∑k−1
j=0 γjζ

j = (1− (1− ζ)k)/ζ. In general for (1.9), the linearly implicit method requires to solve
a linear system with the matrix δ0M(tn) + τA(tn, ũ

n), while the fully implicit method (1.13)
requires to solve a non-linear system, in each time step.

The classical order k is retained by the linearly implicit variant using the above coe�cients
γj , cf. [AL15, ALL17].

1.4. A short review on convergence results

Numerous convergence results have been obtained for discretisations of time-dependent evolving
surface problems, here we shortly (and non comprehensively) review the earliest results.

The �rst H1 norm semi-discrete error estimate was shown by [DE07a]. Dziuk and Elliott
also showed an optimal L2 norm semi-discrete error estimate in [DE13b], while a fully discrete
convergence result, using the backward Euler method, was shown in [DE12]. Results have been
collected (up to 2012) in the excellent review article [DE13a].

Convergence results (of classical order) of time discretisations were obtained for algebraically
stable Runge�Kutta methods in [DLM12], and for backward di�erentiation formulae in [LMV13].

Semi- and full discretisation of wave equations have been studied in [LM15, Man15]. A uni�ed
presentation of the evolving surface �nite element method and time discretisations for parabolic
problems and wave equations can be found in [Man13].

The numerical analysis of �rst order hyperbolic problems started from [DKM13].

1.5. The arbitrary Lagrangian Eulerian evolving surface �nite el-

ements: convergence and algorithms

Dziuk and Elliott already remarked in Section 7.2 of [DE07a] that �A drawback of our method
is the possibility of degenerating grids. The prescribed velocity may lead to the e�ect, that the
triangulation Γh(t) is distorted�, i.e. the surface evolution can yield a mesh which is not admis-
sible, since there are triangles with very small angles. Even bad surface resolution may occur.
These e�ects may deteriorate the approximation properties of the evolving surface �nite element
method. As observed in Figure 1.1: although the initial mesh (left) is quasi-uniform and the
surface evolution is also not complicated (the �gure shows snapshots at times t = 0, 0.2, 0.6,
see also [ES12]), the meshes at later times (middle and right) do not preserve these good mesh
properties. Small angles, quite bad surface resolution and unnecessarily �ne elements occur.
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Figure 1.1: Normal evolution of a closed surface at time t = 0, 0.2, 0.6; see also in [ES12]

To resolve this problem, Elliott and Styles [ES12] proposed an arbitrary Lagrangian Eule-
rian (ALE) evolving surface �nite element method, which in contrast to the (pure Lagrangian)
evolving surface �nite element method, uses an additional tangential velocity leading to a surface
evolution which preserves the good properties of the initial mesh. Various numerical experiments
have been presented in [ES12] where smaller numerical errors are achieved using this approach.

The idea of arbitrary Lagrangian Eulerian maps has been previously investigated for moving
domains, see for example [FN99, FN04] and [BKN13b, BKN13a], and the references therein.
These papers construct nice meshes, assuming that a suitable movement of the boundary is
given.

Semi-discrete optimal-order convergence results for evolving surfaces have been �rst proved
in [EV15], together with error bounds for the fully discrete schemes using �rst and second-order
BDF methods.

In [KP18a] fully discrete convergence results using high-order time discretisation methods
have been shown by extending the convergence results of [DLM12] for the Runge�Kutta dis-
cretisations, and the results of [LMV13] for the backward di�erentiation formulae to the ALE
case. Stability and convergence of these high-order time discretisations are shown, and therefore
we establish optimal-order convergence results for full discretisations of linear evolving surface
parabolic PDEs when these time integrators are coupled with the ALE evolving surface �nite
element method as a space discretisation.

For evolving domains and surfaces Elliott and Fritz [EF17, EF16] constructed meshes with
very good properties using di�erent techniques via the DeTurck trick.

The ALE evolving surface �nite element method

Let us �rst introduce some further notations related to the arbitrary Lagrangian Eulerian ap-
proach. We assume that the surface Γ(t) is also given by the su�ciently smooth function
XA : Γ0 × [0, T ]→ Rm+1:

Γ(t) = {XA(p, t) | p ∈ Γ0}.

The two parametrisations X and XA have the same image for all t, although they might di�er
pointwise. The parametrisation XA is assumed to retain the good quality of the initial mesh.

The corresponding ALE surface velocity w : ∪t∈[0,T ]Γ(t)× {t} → Rm+1 is then given, for all
p ∈ Γ0, by

d

dt
XA(p, t) = w(XA(p, t), t). (1.15)

We have that the di�erence w− v of the ALE velocity w and the surface velocity v (from (1.1))
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is a tangential vector �eld. The ALE material derivative of a function u is given by

∂Au(·, t) =
d

dt
u(XA(·, t), t).

The arbitrary Lagrangian Eulerian weak formulation for the linear evolving surface problem
(1.3) reads as: Find the unknown function u(·, t) ∈ H1(Γ(t)) with a time-continuous ALE
material derivative ∂Au(·, t) ∈ L2(Γ(t)) such that, for all ϕ(·, t) ∈ H1(Γ(t)) with ∂Aϕ(·, t) = 0,

d

dt

∫

Γ(t)
uϕ+

∫

Γ(t)
∇Γ(t)u · ∇Γ(t)ϕ+

∫

Γ(t)
u (w − v) · ∇Γ(t)ϕ =

∫

Γ(t)
fϕ, (1.16)

where the initial value is the same as for (1.6).
The triangulation Γh(t) is obtained in a slightly di�erent way than described in Section 1.2.

The initial surface is approximated by Γh(0), with nodes (x0
j )

N
j=1, then the nodes (xj(t))

N
j=1 are

obtained by solving the ODE (1.15) for the nodes, with initial values x0
j . The corresponding

�nite elements, discrete material derivatives, etc. are de�ned analogously as in Section 1.2, for
more details we refer to [ES12, EV15, KP18a]. The analogous transport property holds in the
ALE setting as well.

The ALE semi-discrete problem then reads as: Find the �nite element function uh(·, t) ∈
Sh(t) with a time-continuous discrete material derivative ∂Ah uh(·, t) ∈ Sh(t) such that, for all
ϕh(·, t) ∈ Sh(t) with ∂Ah ϕh(·, t) = 0,

d

dt

∫

Γh(t)
uhϕh +

∫

Γh(t)
∇Γh(t)uh · ∇Γh(t)ϕh +

∫

Γh(t)
uh
(
Wh−Vh

)
· ∇Γh(t)ϕh =

∫

Γh(t)
fhφh, (1.17)

where the discrete ALE and surface velocity are interpolations of their continuous counterparts,
and are, respectively, given by

Vh(·, t) =

N∑

j=1

v(xj(t), t)φj(·, t), and Wh(·, t) =

N∑

j=1

w(xj(t), t)φj(·, t).

The matrix�vector formulation reads:

d

dt

(
M(t)u(t)

)
+ A(t)u(t) + B(t)u(t) = b(t),

u(0) = u0,
(1.18)

where A, M and b are given as before, and the non-symmetric time-dependent matrix B(t) is
given by

B(t)|kj =

∫

Γh(t)
φj
(
Wh − Vh

)
· ∇Γh(t)φk, (j, k = 1, 2, . . . , N).

Error estimates

The error between the lifted fully discrete numerical solution (unh)` and the exact solution u(·, tn)
of the evolving surface PDE (1.3) obtained by combining ALE evolving surface �nite elements
and Runge�Kutta method satis�es the following optimal-order error estimates.

Theorem 1.1 (Theorem 5.7 of [KP18a], Appendix A). Consider the arbitrary Lagrangian Eu-
lerian evolving surface �nite element method, using linear �nite elements, as the space discreti-
sation of the parabolic problem (1.3) with time discretisation by an s-stage implicit Runge�Kutta
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method. Let u be a su�ciently smooth solution of the problem, and assume that the initial value
satis�es

‖u(·, 0)− (u0
h)`‖L2(Γ(0)) 6 C0h

2.

Then there exists h0 > 0 and τ0 > 0 such that, for h 6 h0 and τ 6 τ0, the following error
estimate holds for tn = nτ 6 T :

‖u(·, tn)− (unh)`‖L2(Γ(tn)) + h
(
τ

n∑

j=1

∥∥∇Γ(tj)

(
u(·, tj)− (ujh)`

)
‖2L2(Γ(tj))

) 1
2 6 C

(
τ q+1 + h2

)
.

The constant C > 0 is independent of h, τ and n, but depends on the �nal time T and on the
solution u.

Assuming that we have more regularity, namely the following conditions (of Theorem 5.4 of
[KP18a]) are additionally satis�ed, for the nodal values of the exact solution ũ(t),

∣∣∣∣M(t)−1 dkj−1

dtkj−1

(
A(t)M(t)−1

)
· · · dk1−1

dtk1−1

(
A(t)M(t)−1

) dk̃−1

dtk̃−1

(
M(t)ũ(t)

)∣∣∣∣
M(t)

6 C ′,

∣∣∣∣M(t)−1 dkj−1

dtkj−1

(
A(t)M(t)−1

)
· · · dk1−1

dtk1−1

(
A(t)M(t)−1

) dk̃−1

dtk̃−1

(
M(t)ũ(t)

)∣∣∣∣
A(t)

6 C ′,

with some C ′ > 0, for all kj > 1 and k̃ > q + 1 with k1 + · · ·+ kj + k̃ 6 p+ 1, then in the error
estimate we have the classical order p instead of q + 1.

For BDF methods we have the analogous optimal-order error bounds.

Theorem 1.2 (Theorem 5.8 of [KP18a], Appendix A). Consider the arbitrary Lagrangian Eu-
lerian evolving surface �nite element method, using linear �nite elements, as the space discreti-
sation of the parabolic problem (1.3) with time discretisation by a k-step backward di�erence
formula of order k 6 5. Let u be a su�ciently smooth solution of the problem, and assume that
the starting values are satisfying

max
06i6k−1

‖u(·, ti)− (uih)`‖L2(Γ(ti)) 6 C0h
2.

Then there exists h0 > 0 and τ0 > 0 such that, for h 6 h0 and τ 6 τ0, the following error
estimate holds for tn = nτ 6 T :

‖u(·, tn)− (unh)`‖L2(Γ(tn)) + h
(
τ

n∑

j=k

∥∥∇Γ(tj)

(
u(·, tj)− (ujh)`

)
‖2L2(Γ(tj))

) 1
2 6 C

(
τk + h2

)
.

The constant C > 0 is independent of h, τ and n, but depends on the �nal time T and on the
solution u.

Both theorems are shown using energy techniques, which are used to show stability of the
numerical methods. For sti�y accurate algebraically stable implicit Runge�Kutta methods (hav-
ing the Radau IIA methods in mind) we use techniques of [LO95], which were �rst extended to
evolving surface problems in [DLM12]. Similarly, energy techniques are used to show stability for
k-step BDF methods up to order �ve, by combining the G-stability theory of Dahlquist [Dah78]
and the multiplier techniques of Nevanlinna and Odeh [NO81]. The stability analysis requires
careful estimates (boundedness, perturbation errors, etc.) for the newly arising non-symmetric
term, which is due the ALE formulation.

The above error bounds for BDF methods of order k = 1 and 2 were �rst shown by Elliott
and Venkataraman [EV15]. The proof techniques therein are di�erent than the ones described
above.
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Computing arbitrary Lagrangian Eulerian maps for evolving surfaces

As the references in the introduction of Section 1.5 show, the theory of ALE evolving surface
�nite elements was developed intensively, however the numerical computation of ALE maps for
closed evolving surfaces has received less attention.

The ALE maps used in the experiments of [ES12, EV15, KP18a] were slightly unrealistic,
obtained analytically from an a priori knowledge on the surface and its evolution, using deep
understanding and structure of the signed distance function. No general ideas on the computation
of ALE maps for evolving surfaces have been proposed in these papers.

In [Kov17] an algorithm is proposed to compute an arbitrary Lagrangian Eulerian map for
closed evolving surfaces, with a focus on evolving surface �nite elements, which does not use
such a priori knowledge, in the following sense: the algorithm uses the distance function at each
time step, but it does not use its structure or any other special properties of it.

The algorithm in [Kov17] �nds the ALE map by treating the problem as a constrained system
with an additional velocity, i.e. the vector �eld of the ODE (1.1) is extended by an additional
velocity �eld, which aims at preserving the good properties of the mesh and in the meantime a
constraint is introduced to keep the nodes of the mesh on the surface. The additional velocity
law is determined based on a mechanical system, using a spring analogy.

In the various numerical experiments in [Kov17] it is illustrated that this algorithm provides
an evolving surface mesh of good quality, without any a priori knowledge on the surface or its
evolution. It is also demonstrated that the additional cost of the ALE computations are marginal
compared to the numerical solution of the PDE.

Furthermore, we also discuss and test possible extensions of the algorithm. For example, a
slight modi�cation of the proposed ALE velocity provides surface meshes with angle conditions
(i.e. acute or non-obtuse triangulations), as explored in Section 5.3 of [Kov17], which are cru-
cial for discrete maximum principles for surfaces PDEs, see [FMSV16, FMSV17a, FMSV17b,
KKK17].

1.6. Maximum norm stability and error estimates

In [KP18b] semi-discrete convergence results in the L∞ andW 1,∞ norms are shown for parabolic
PDEs on two dimensional evolving surfaces. Error estimates in these norms are of particular
interest for the numerical analysis of non-linear evolving surface problems where the velocity is
not given explicitly, but depends on the solution u. Semi- and fully discrete error bounds for
such problems are shown recently, for references and further details we refer to Chapter 2. Such
estimates are also important for the numerical analysis of control problems on evolving surfaces,
see, e.g. [HK16].

The obtained convergence bounds are optimal in terms of the powers of h (the mesh size),
however they contain a non-optimal logarithmic factor. We expect that estimates with optimal
logarithmic factors, or even without them for certain norms, can be obtained by extending the
corresponding Euclidean theory, see [Hav84, RS82, Sch98], or [STW98].

Semi-discrete convergence estimates

The error between the semi-discrete solution uh(·, t) ∈ Sh(t) and the solution u(·, t) of problem
(1.3) satis�es the following error bounds in the L∞ and W 1,∞ norms.

Theorem 1.3 (Theorem 6.1 of [KP18b], Appendix D). Let Γ(t) be a smooth two dimensional
evolving surface. Let u be a su�ciently smooth solution of the problem (1.3), and let uh(t) ∈ Sh(t)
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be the solution of the semi-discrete problem (1.6) using linear basis functions. Then there exists
h0 > 0 su�ciently small such that for all h 6 h0 we have the estimate

‖u(·, t)− (uh(·, t))`‖L∞(Γ(t))+ h
∥∥∇Γ(t)

(
u(·, t)− (uh(·, t))`

)∥∥
L∞(Γ(t))

6 Ch2| log h|4,

where the constant C > 0 is independent of t and h, but depends on the �nal time T and on u.

The proof of this theorem relies on three main results: (i) Nitsche's weighted norm technique
[Nit77] is extended to evolving surfaces, together with its basic properties, which is then used
to prove L∞ and W 1,∞ norm error bounds for a time-dependent Ritz map. (ii) Since the Ritz
map is time-dependent it does not commute with the material derivative. We therefore need the
analogous error bounds for the material derivatives of the Ritz map. In both cases we �rst show
the weighted norm error bounds, which in turn yield the L∞ and W 1,∞ norm error bounds.
(iii) The weak �nite element maximum principle (for Euclidean domains) of Schatz, Thomée
and Wahlbin [STW80], is extended to parabolic evolving surface PDEs. This leads to the semi-
discrete error bounds of Theorem 1.3. The proof of the maximum principle uses an argument
using an adjoint parabolic problem and estimates for the discrete Green's function, and avoids
the semigroup argument used in [STW80].

1.7. High-order evolving surface �nite elements

High-order evolving surface �nite element discretisations are of natural interest, especially in
combination with time integrators of high-order, see Section 1.3. Many spatially discrete results
are available for elliptic problems on stationary surfaces, we give a brief overview here: The
high-order surface �nite element method was developed by Demlow [Dem09]. Further important
results for higher order surface (and bulk) �nite elements were shown in [ER13]. High-order
discontinuous Galerkin methods were studied in [ADM+15]. A high-order variant of un�tted
(also called trace or cut) �nite element method was analysed in [GR16].

The extensions of H1 and L2 norm convergence results for evolving surface problems discre-
tised with high-order evolving surface �nite elements are studied in [Kov18]. We study conver-
gence of semi-discretisations, and also convergence for fully discrete schemes using an implicit
Runge�Kutta, or a BDF method as a time integrator. We note here, that later the same semi-
discrete results have been also obtained using a general abstract framework, but with the same
techniques, see Elliott and Ranner [ER17].

It was pointed out by Grande and Reusken [GR16], that the approach of [Dem09] requires
explicit knowledge of the exact signed distance function to the surface Γ. However, in our case
the signed distance function is only used in the analysis and for computations on the initial time
level. The computations only require triangulation of the initial surface given by its elements
and nodes, the latter being integrated by solving the ODE (1.1) with the given velocity of the
surface.

In this section we only consider the linear parabolic PDE (1.3) on evolving surfaces, however
we strongly believe that our techniques and results carry over to other cases, such as to the
Cahn�Hilliard equation [ER15], to wave equations [LM15, Man13], to ALE methods [EV15],
[KP18a] (Section 1.5), to non-linear problems [KP16] (Section 1.8) and to evolving versions of
the bulk�surface problems studied in [ER13]. This observation is strongly supported by the
�ndings of [KLLP17, KL18], see Chapter 2.

High-order evolving surface �nite elements

Here we only give a very brief introduction to the high-order evolving surface �nite element
method. More details are given in [Kov18], where we follow [Dem09] and [Dzi88, DE07a], while
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carefully treating the time-dependence.

First, the smooth initial surface Γ(0) is approximated by an interpolating discrete surface of
order k, denoted by Γk

h(0). The discrete surface Γk
h(t) is then obtained by evolving the high-order

interpolation surface Γk
h(0) in time by the a priori known surface velocity v, via the ODE (1.1).

The precise details of this construction can be found in Section 3 of [Kov18]. We use continuous
piecewise polynomial basis functions of degree k (meaning that on every triangle their pull-back
to the reference triangle is the usual Lagrangian basis function of degree k). The basis functions
spanning the high-order �nite element space Sk

h(t) have the exact same general properties as for
the linear case, such as the transport property (1.5), lift, etc., see Section 1.1.

The semi-discrete problem on Sk
h(t) and the matrix�vector formulation are formally the same

as those in (1.6) and (1.8), respectively, cf. [Kov18].

Error estimates

The error between the semi-discrete solution uh(·, t) ∈ Sk
h(t) and the solution u(·, t) satis�es the

optimal-order convergence bound, which is a higher order extension of Theorem 4.4 in [DE13b].

Theorem 1.4 (Theorem 4.1 of [Kov18], Appendix C). Consider the evolving surface �nite ele-
ment method of order k as space discretisation of the parabolic problem (1.3). Let the solution u
be su�ciently smooth, and assume that the initial value for (1.6) satis�es

‖u(·, 0)− (uh(·, 0))`‖L2(Γ(0)) 6 C0h
k+1.

Then there exist h0 > 0 such that for mesh size h 6 h0, the following error estimate holds, for
t 6 T :

‖u(·, t)− (uh(·, t))`‖L2(Γ(t)) + h
(∫ t

0

∥∥∇Γ(s)

(
u(·, s)− (uh(·, s))`

)∥∥2

L2(Γ(s))
ds
) 1

2 6 Chk+1.

The constant C > 0 is independent of h and t, but depends on T and on the solution u.

The error between the fully discrete numerical solution unh, obtained from a BDF method of
order p 6 5, and the solution u(·, tn) satis�es the following optimal-order error bounds.

Theorem 1.5 (Theorem 4.4 of [Kov18], Appendix C). Consider the evolving surface �nite ele-
ment method of order k as space discretisation of the parabolic problem (1.3), coupled to the time
discretisation by a p-step backward di�erence formula with p 6 5. Let u be a su�ciently smooth
solution of the problem, and assume that the starting values are satisfying

max
06i6p−1

‖u(·, ti)− (uih)`‖L2(Γ(ti)) 6 C0h
k+1.

Then there exists h0 > 0 and τ0 > 0 such that, for h 6 h0 and τ 6 τ0, the following error
estimate holds for tn = nτ 6 T :

‖u(·, tn)− (unh)`‖L2(Γ(tn)) + h
(
τ

n∑

j=p

∥∥∇Γ(tj)

(
u(·, tj)− (ujh)`

)∥∥2

L2(Γ(tj))

) 1
2 6 C

(
τp+ hk+1

)
.

The constant C > 0 is independent of h, τ and n, but depends on T and on the solution u.

For algebraically stable implicit Runge�Kutta methods (which satis�es all the other condi-
tions of Section 1.3) we have the following optimal-order error estimates.
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Theorem 1.6 ([Kov18], Appendix C). Consider the evolving surface �nite element method of
order k as space discretisation of the parabolic problem (1.3), coupled to the time discretisation by
an s-stage implicit Runge�Kutta method. Let u be a su�ciently smooth solution of the problem,
and assume that the starting value satis�es

‖u(·, 0)− (u0
h)`‖L2(Γ(0)) 6 C0h

k+1.

Then there exists h0 > 0 and τ0 > 0 such that, for h 6 h0 and τ 6 τ0, the following error
estimate holds for tn = nτ 6 T :

‖u(·, tn)− (unh)`‖L2(Γ(tn)) + h
(
τ

n∑

j=1

∥∥∇Γ(tj)

(
u(·, tj)− (ujh)`

)∥∥2

L2(Γ(tj))

) 1
2 6 C

(
τ q+1+ hk+1

)
.

The constant C > 0 is independent of h, τ and n, but depends on T and on the solution u.

Assuming that we have more regularity, analogously as in Theorem 1.1, or see (8.3) in
[DLM12], we then have the classical order p instead of q + 1.

In order to show optimal-order error estimates of the semi-discretisation, high-order variants
of three groups of errors need to be analysed: (i) Geometric errors, resulting from the appropriate
approximation of the smooth surface. Many of these results carry over from [Dem09] by careful
investigation of time-dependence, while others are extended from [Man13] and [DLM12, LMV13].
(ii) High-order perturbation errors of the bilinear forms, which are shown by carefully using the
core ideas of the analogous results in [DE13b]. (iii) High-order estimates for the errors of a Ritz
map, and also for its material derivatives. These error bounds rely on the non-trivial combination
of the mentioned geometric error bounds and on the Aubin�Nitsche duality argument.

The fully discrete error bounds are shown using the stability results from [LMV13] (for
BDF methods) and [DLM12] (for Runge�Kutta methods), in combination with the semi-discrete
residual bounds, which rely on the three points mentioned above.

The results of these theorems are illustrated by numerical experiments, obtained from our
Matlab implementation.

1.8. Error analysis for full discretisations of non-linear parabolic

problems

Many biological and physical processes are modelled by non-linear parabolic problems on evolv-
ing surfaces. Apart from general quasi-linear problems on moving surfaces, see e.g. Example 3.5
in [DE07b], more speci�c applications are the non-linear models: di�usion induced grain bound-
ary motion [CFP97, FCE01, Han89, DES01, ES12]; Allen�Cahn and Cahn�Hilliard equations
on evolving surfaces [CENC96, EG96, ES10, Che02]; tumour growth [CGG01, BEM11, ES12];
pattern formation models based on reaction�di�usion equations [MB14]; cell motility [ESV12];
image processing [JYS04]; Ginzburg�Landau model for superconductivity [DJ04].

A great number of non-linear problems with numerical experiments were presented in the
literature, see for example the above references, in particular we refer to [DE07a, DE07b, DE13a,
ES12, DES01, ESV12].

Although the literature is very rich in non-linear models and numerical experiments with
them, much less is known about convergence estimates for non-linear (evolving) surface PDEs.
Elliott and Ranner [ER15] give semi-discrete optimal-order error bounds for the Cahn�Hilliard
equation. In [KP16] fully discrete convergence results are shown for a large class of quasi-
linear and semi-linear parabolic problems on evolving surfaces. We use the evolving surface
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�nite element method for the spatial discretisation, while in time we either use an algebraically
stable implicit Runge�Kutta method, or an implicit or linearly implicit backward di�erentiation
formula.

Abstract formulation of quasi-linear problems on evolving surfaces

We consider the following quasi-linear problem:

∂•u+ u∇Γ(t) · v −∇Γ(t) ·
(
A(u)∇Γ(t)u

)
= f on Γ(t),

u(., 0) = u0 on Γ(0),
(1.19)

where the function A : R→ R is

bounded and Lipschitz continuous, satisfying A(s) > α > 0. (1.20)

The results of this section can be generalized to the case of a matrix valued di�usion coe�cient
A(x, t, u) : TxΓ(t)→ TxΓ(t), (where TxΓ(t) denotes the tangent plane to Γ(t) at x). The proofs
are analogous to the ones presented in [KP16], although they require some extra care, and are
more technical and lengthy as well.

This problem can be written as the general abstract parabolic problem

d

dt

(
(u, v)t

)
+ 〈A(u)u, v〉t = 〈f, v〉t, for all v ∈ V (t),

with initial value u(·, 0) = u0. This equation is cast in the following abstract framework, which
is a suitable combination of [AES15, Section 2.3] and [LO95, Section 1]: Let H(t) and V (t) be
real and separable Hilbert spaces (with norms ‖ · ‖H(t), ‖ · ‖V (t), respectively) such that V (t) is
densely, continuously and time-uniformly embedded into H(t), and the norm of the dual space
of V (t) is denoted by ‖ · ‖V (t)′ . The dual space of H(t) is identi�ed with itself, and the duality
〈·, ·〉t between V (t)′ and V (t) coincides on H(t)× V (t) with the scalar product on H(t) denoted
by (·, ·)t, for all t ∈ [0, T ].

The operator A(u) : V (t)→ V (t)′ is uniformly elliptic with α > 0, i.e.

〈A(u)w,w〉t > α‖w‖2V (t), for all w ∈ V (t), (1.21)

and uniformly bounded with M > 0, i.e.

∣∣〈A(u)v, w〉t
∣∣ 6M‖v‖V (t)‖w‖V (t), for all v, w ∈ V (t). (1.22)

Here uniformity is understood as uniformly in u ∈ V (t) and in t ∈ [0, T ]. We further assume that
there is a subset S(t) ⊂ V (t) such that the following Lipschitz�type estimate holds: for every
δ > 0 there exists L = L(δ, (S(t))06t6T ) such that

∥∥(A(w1)−A(w2)
)
u
∥∥
V (t)′ 6 δ‖w1 − w2‖V (t) + L‖w1 − w2‖H(t), (1.23)

for all u ∈ S(t) and w1, w2 ∈ V (t), for 0 6 t 6 T .
The above conditions were also used to prove error estimates using energy techniques in

[LO95], or more recently in [AL15].
The weak problem corresponding to (1.19) can be formulated by choosing the setting: V (t) =

H1(Γ(t)) and H(t) = L2(Γ(t)), and the operator, for v, w ∈ V (t),

〈A(u)v, w〉t =

∫

Γ(t)
A(u)∇Γ(t)v · ∇Γ(t)w.
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Furthermore, we use the following subspace of V (t), for r > 0,

S(t) = S(t, r) =
{
u ∈ H2(Γ(t)) | ‖u‖W 2,∞(Γ(t)) 6 r

}
.

It is shown in Proposition 2.1 of [KP16] that the above operator A(u) for u(·, t) ∈ S(t, r)
satis�es (1.21), (1.22) and (1.23).

The weak formulation of the quasi-linear problem (1.19) reads as: Find u(·, t) ∈ H1(Γ(t))
with time-continuous ∂•u(·, t) ∈ L2(Γ(t)) such that, for ϕ(·, t) ∈ H1(Γ(t)) with ∂•ϕ(·, t) = 0,

d

dt

∫

Γ(t)
uϕ+

∫

Γ(t)
A(u)∇Γ(t)u · ∇Γ(t)ϕ =

∫

Γ(t)
fϕ, (1.24)

with the initial value u(·, 0) = u0.

Semi-discrete problem and matrix�vector form

The semi-discrete formulation is written in the evolving surface �nite element framework from
Section 1.2, and it reads as: Find uh(·, t) ∈ Sh(t) with a time-continuous discrete material
derivative ∂•huh(·, t) ∈ Sh(t) such that, for all ϕh(·, t) ∈ Sh(t) with ∂•hϕh(·, t) = 0,

d

dt

∫

Γh(t)
uhϕh +

∫

Γh(t)
A(uh)∇Γh(t)uh · ∇Γh(t)ϕh =

∫

Γh(t)
fϕh, (1.25)

with the initial value uh(·, 0) being a su�ciently good approximation of u0.

The corresponding ODE system for the vector of nodal values u(t) = (uj(t))
N
j=1 ∈ RN ,

collecting the nodal values of uh(·, t), reads

d

dt

(
M(t)u(t)

)
+ A(u(t))u(t) = b(t),

u(0) = u0.
(1.26)

The mass matrix and the right-hand side vector are both given as before, see (1.7), while the
state-dependent sti�ness matrix is given, for uh(·, t) =

∑N
j=1 uj(t)φj(·, t) with u(t) = (uj(t)), by

A(u(t))|kj =

∫

Γh(t)
A(uh)∇Γh(t)φj · ∇Γh(t)φk, (j, k = 1, 2, . . . , N). (1.27)

This matrix�vector formulation �ts into the framework of (1.9).

Error estimates

We obtain fully discrete approximations unh upon applying an implicit Runge�Kutta or implicit
or linearly implicit BDF method (see Section 1.3) to the non-linear ODE system (1.26), which
satis�es the optimal-order error estimates.

Theorem 1.7 (Theorem 5.2 of [KP16], Appendix E). Consider the evolving surface �nite element
method as space discretisation of the quasi-linear parabolic problem (1.19), coupled to the time
discretisation by an s-stage implicit Runge�Kutta method. Let u be a su�ciently smooth solution
of the problem, which satis�es u(·, t) ∈ S(r, t) for 0 6 t 6 T , and assume that the initial value is
approximated as

‖u(·, 0)− (u0
h)`‖L2(Γ(0)) 6 C0h

2.
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Then there exists h0 > 0 and τ0 > 0, such that for h 6 h0 and τ 6 τ0, the following error
estimate holds for tn = nτ 6 T :

‖u(·, tn)− (unh)`‖L2(Γ(tn)) + h
(
τ

n∑

j=1

∥∥∇Γ(tj)

(
u(·, tj)− (ujh)`

)∥∥2

L2(Γ(tj))

) 1
2 6 C

(
τ q+1+ h2

)
.

The constant C > 0 is independent of h, τ and n, but depends on α,M and L, from (1.21), (1.22)
and (1.23), on T and on the solution u.

Theorem 1.8 (Theorem 5.3 of [KP16], Appendix E). Consider the evolving surface �nite element
method as space discretisation of the quasi-linear parabolic problem (1.19), coupled to the time
discretisation by a k-step implicit or linearly implicit backward di�erence formula of order k 6 5.
Let u be a su�ciently smooth solution of the problem, which satis�es u(·, t) ∈ S(r, t) for 0 6 t 6
T , and assume that the starting values are satisfying

max
06i6k−1

‖u(·, ti)− (uih)`‖L2(Γ(ti)) 6 C0h
2.

Then there exists h0 > 0 and τ0 > 0 such that, for h 6 h0 and τ 6 τ0, the following error
estimate holds for tn = nτ 6 T :

‖u(·, tn)− (unh)`‖L2(Γ(tn)) + h
(
τ

n∑

j=k

∥∥∇Γ(tj)

(
u(·, tj)− (ujh)`

)∥∥2

L2(Γ(tj))

) 1
2 6 C

(
τk+ h2

)
.

The constant C > 0 is independent of h, τ and n, but depends on α,M and L, from (1.21), (1.22)
and (1.23), on T and on the solution u.

These error estimates are shown using stability results for sti�y accurate algebraically stable
implicit Runge�Kutta methods, and for implicit or linearly implicit p-step BDF methods up to
order �ve, see Lemma 4.1 and 4.2 of [KP16]. These stability estimates rely on energy estimates,
developed in [LO95] for Runge�Kutta methods, and in [AL15] for BDF methods using G-stability
[Dah78] and the multiplier technique [NO81], and used previously in a linear evolving surface
setting in [DLM12] and [LMV13], respectively.

A key tool is a generalized Ritz map for quasi-linear operators, together with its error esti-
mates, shown by extending an argument of Wheeler [Whe73] from the Euclidean case to evolving
surfaces, see Section 3 of [KP16]. Further important points of the analysis are the regularity the-
ory of this Ritz map, and the geometric estimates due to surface approximation. Together, they
yield optimal-order error bounds for the semi-discrete residual. In combination with the stability
bounds this proves the above theorems.

Semilinear problems

These results can be readily extended to semilinear parabolic problems, where the function f(·, t)
is replaced by f(t, u), satisfying a local Lipschitz condition (similar to (1.23)): for every δ > 0
there exists L = L(δ, r) such that

‖f(t, w1)− f(t, w2)‖V (t)′ 6 δ‖w1 − w2‖V (t) + L‖w1 − w2‖H(t) (0 6 t 6 T )

holds for arbitrary w1, w2 ∈ V (t) with ‖w1‖V (t), ‖w2‖V (t) 6 r, uniformly in t. Such a condition
can be satis�ed by using the same S set as for quasi-linear problems. For more details we refer
to Section VI of [KP16], Appendix E.



2. Surface evolution coupled to parabolic prob-

lems on the surface

In this chapter, convergence results on full and semi-discretisations of (two-dimensional) surface
evolution coupled to a parabolic problem on the surface are collected.

Geometric partial di�erential equations, such as mean curvature �ow (MCF) or Willmore
�ow, are of great interest on their own, for numerical works see [Dzi90], and [DDE05] and the
references therein. Many models in biology and biophysics lead to coupled surface evolution
� surface PDE problems (solution-driven problems), where the equations for surface evolution
often contain terms related to the mean curvature of the surface. For such problems we refer to
[DDE05, Dzi90, BEM11, ES12, CGG01], and the references therein.

Recently, many papers appeared on the numerical analysis of problems coupling curve-
shortening �ow (the one-dimensional, graph case of MCF) with di�usion on the curve, see
[PS17a, BDS17] for semi- and fully discrete error bounds, and see [PS17b] for a coupling with
elastic �ow.

Approximations to the curve shortening �ow and the mean curvature �ow were developed
in [EF17] based on the DeTurck trick. Problems coupling Navier�Stokes equations and surface
evolutions under Willmore �ow have recently been considered in [BGN15a, BGN15b, BGN16].

This chapter studies numerical methods and presents error estimates for a regularised or dy-
namic velocity law coupled to a di�usion process on the surface. Similarly to the previous chapter,
the error bounds are shown by combining stability bounds (obtained via energy techniques) and
consistency estimates.

This chapter is organised as follows. Section 2.1 formulates the coupled solution-driven
problems, either with a regularised elliptic velocity law or with a dynamic velocity law, and
recalls some basic notions. Section 2.2 describes the evolving surface �nite element method
used in this context. Sections 2.3 and 2.4 collects semi-discrete and fully discrete error bounds,
respectively, for both the regularised and dynamic velocity laws.

2.1. Evolving surfaces driven by di�usion on the surface

Most of the notions of Section 1.1 transfer without modi�cations to the case where the surface
velocity is not given a priori. However, in the notation we need to account for the parametrisation
dependence. In order to indicate this, in this chapter we will denote the surface by

Γ(X(·, t)) = Γ(X),

with the parametrisation X : Γ0 × [0, T ]→ R3. The velocity v : R3 × [0, T ]→ R3 still solves the
ODE (1.1), the de�nition of the material derivative also remains the same.

The outer normal vector is denoted by νΓ(X), while HΓ(X) denotes the mean curvature. We
denote by ∇Γ(X)u the tangential gradient of u, by ∆Γ(X)u the Laplace�Beltrami operator applied

17
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to u. Their de�nitions remain the same as in Section 1.1, but the dependence on X is made clear
using the notation above. For more details on these notions we refer to [KLLP17, KL18].

We are interested in two large classes of coupled surface motion.

(i) A surface PDE is coupled to an elliptically regularized velocity law:

∂•u+ u∇Γ(X) · v −∆Γ(X)u = f(u,∇Γ(X)u),

v − α∆Γ(X)v + βHΓ(X)(x)νΓ(X)(x) = g(u,∇Γ(X)u)νΓ(X),
(2.1)

considered together with the collection of ordinary di�erential equations

d

dt
X(p, t) = v(X(p, t), t) (p ∈ Γ0). (2.2)

Here, f : R × R3 → R and g : R × R3 → R are given continuously di�erentiable functions,
and α > 0 and β > 0 are �xed parameters. Both functions are assumed to be locally Lipschitz
continuous in their �rst argument and globally in the second. Initial values are speci�ed for u
and X.

The weak formulation reads: Find the functions u(·, t) ∈ W 1,∞(Γ(X(·, t))) with a time-
continuous ∂•u(·, t) ∈ L2(Γ(X(·, t))) and v(·, t) ∈ W 1,∞(Γ(X(·, t)))3 such that for all test func-
tions ϕ(·, t) ∈ H1(Γ(X(·, t))) with ∂•ϕ = 0 and ψ(·, t) ∈ H1(Γ(X(·, t)))3,

d

dt

∫

Γ(X)
uϕ+

∫

Γ(X)
∇Γ(X)u · ∇Γ(X)ϕ =

∫

Γ(X)
f(u,∇Γ(X)u)ϕ,

∫

Γ(X)
v · ψ + α

∫

Γ(X)
∇Γ(X)v · ∇Γ(X)ψ + β

∫

Γ(X)
∇Γ(X)X · ∇Γ(X)ψ =

∫

Γ(X)
g(u,∇Γ(X)u) νΓ(X) · ψ,

(2.3)
alongside the collection of ordinary di�erential equations (2.2) for the positions determining the
surface Γ(X). Here the term ∇Γ(X)X is read as ∇Γ(X) IdΓ(X), see [Dzi90].

(ii) A surface PDE coupled to a dynamic velocity law:

∂•u+ u∇Γ(X) · v −∆Γ(X)u = f(u,∇Γ(X)u),

∂•v + v∇Γ(X) · v − α∆Γ(X)v = g(u,∇Γ(X)u)νΓ(X),
(2.4)

considered together with the collection of ordinary di�erential equations (2.2). Here f and g
satisfy the same as above, and α > 0. Initial values are speci�ed for u, v and X.

The weak formulation reads: Find the functions u(·, t) ∈ W 1,∞(Γ(X(·, t))) with a time-
continuous ∂•u(·, t) ∈ L2(Γ(X(·, t))) and v(·, t) ∈ W 1,∞(Γ(X(·, t)))3 with a time-continuous
∂•v(·, t) ∈ L2(Γ(X(·, t)))3 such that for all test functions ϕ(·, t) ∈ H1(Γ(X(·, t))) with ∂•ϕ = 0
and ψ(·, t) ∈ H1(Γ(X(·, t)))3 with ∂•ψ = 0,

d

dt

∫

Γ(X)
uϕ+

∫

Γ(X)
∇Γ(X)u · ∇Γ(X)ϕ =

∫

Γ(X)
f(u,∇Γ(X)u)ϕ,

d

dt

∫

Γ(X)
v · ψ + α

∫

Γ(X)
∇Γ(X)v · ∇Γ(X)ψ =

∫

Γ(X)
g(u,∇Γ(X)u)νΓ(X) · ψ,

(2.5)

alongside the collection of ordinary di�erential equations (2.2) for the positions determining the
surface Γ(X).

Throughout this chapter we assume that, for given initial data, the problem (2.1) or (2.4),
with the ODE (2.2), has an

exact solution (u, v,X) that is su�ciently smooth (say, in the Sobolev class Hk+1),

and that the �ow map X(·, t) : Γ0 → Γ(t) ⊂ R3 is non-degenerate for 0 6 t 6 T ,
(2.6)

so that Γ(t) is a regular surface.



Evolving surface �nite elements for surface evolution 19

2.2. Evolving surface �nite elements for surface evolution

Following Section 2.3 of [KLLP17], we describe the surface �nite element discretisation applied
to our problems, which is based on [Dzi88, Dem09, Kov18]. By x(t) ∈ R3N we denote a vector
collecting the evolving nodes xj(t) with xj(0) = x0

j , j = 1, 2, . . . , N , where the nodes (x0
j )

N
j=1

de�ne Γ0
h, an admissible triangulation of the initial surface Γ0, similarly as in Section 1.7. We

use continuous piecewise polynomial basis functions of degree k, which span the �nite element
space

Sh[x] = span
{
φ1[x], φ2[x], . . . , φN [x]

}
.

The basis functions have the usual properties (cf. [KLLP17, Section2.3]): their pull-backs to
the reference element are the usual Lagrangian basis functions, φj [x(t)](xk(t)) = δjk (j, k =
1, . . . , N), etc., see Section 1.2.

We set

Xh(ph, t) =

N∑

j=1

xj(t)φj [x(0)](ph), ph ∈ Γ0
h,

which is the interpolation of X(·, t), and has the properties that Xh(pj , t) = xj(t) for j =
1, . . . , N , that Xh(ph, 0) = ph for all ph ∈ Γ0

h, and

Γh[x(t)] = Γ(Xh(·, t)).

The discrete velocity vh(x, t) ∈ R3 at a point x = Xh(ph, t) ∈ Γ(Xh(·, t)) is given by

∂tXh(ph, t) = vh(Xh(ph, t), t).

A key property of the basis functions is the transport property [DE07a]:

d

dt

(
φj [x(t)](Xh(ph, t))

)
= 0.

Therefore, the discrete velocity is simply

vh(x, t) =

N∑

j=1

vj(t)φj [x(t)](x) for x ∈ Γh

(
x(t)

)
, with vj(t) = ẋj(t).

The discrete material derivative is de�ned analogously to the time continuous case, see (1.2).

Semi-discrete problems

The �nite element semi-discretisation of the problem (2.3) reads as follows: Find the unknown
nodal vector x(t) ∈ R3N and the unknown �nite element functions uh(·, t) ∈ Sh[x(t)] with a
time-continuous ∂•huh(·, t) ∈ Sh[x(t)] and vh(·, t) ∈ Sh[x(t)]3 such that, for all ϕh(·, t) ∈ Sh[x(t)]
with ∂•hϕh = 0 and all ψh(·, t) ∈ Sh[x(t)]3,

d

dt

∫

Γh[x]
uhϕh +

∫

Γh[x]
∇Γh[x]uh · ∇Γh[x]ϕh =

∫

Γh[x]
f(uh,∇Γh[x]uh)ϕh,

∫

Γh[x]
vh · ψh + α

∫

Γh[x]
∇Γh[x]vh · ∇Γh[x]ψh

+ β

∫

Γh[x]
∇Γh[x]Xh · ∇Γh[x]ψh =

∫

Γh[x]
g(uh,∇Γh[x]uh) νΓh[x] · ψh,

(2.7)
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and

∂tXh(ph, t) = vh(Xh(ph, t), t), ph ∈ Γ0
h. (2.8)

The initial values for uh and the nodal vector x are taken as the exact initial data at the nodes
x0
j of the triangulation of the given initial surface Γ0:

xj(0) = x0
j , uj(0) = u(x0

j , 0), (j = 1, . . . , N).

The �nite element semi-discretisation of the problem (2.5) reads as follows: Find the unknown
nodal vector x(t) ∈ R3N and the unknown �nite element functions uh(·, t) ∈ Sh[x(t)] with a
time-continuous ∂•huh(·, t) ∈ Sh[x(t)] and vh(·, t) ∈ Sh[x(t)]3 with a time-continuous ∂•hvh(·, t) ∈
Sh[x(t)]3 such that, for all ϕh(·, t) ∈ Sh[x(t)] with ∂•hϕh = 0 and all ψh(·, t) ∈ Sh[x(t)]3 with
∂•hψh = 0,

d

dt

∫

Γh[x]
uhϕh +

∫

Γh[x]
∇Γh[x]uh · ∇Γh[x]ϕh =

∫

Γh[x]
f(uh,∇Γh[x]uh)ϕh,

d

dt

∫

Γh[x]
vh · ϕh +

∫

Γh[x]
∇Γh[x]vh · ∇Γh[x]ϕh =

∫

Γh[x]
g(uh,∇Γh[x]uh) νΓh[x] · ψh,

(2.9)

with the ODE (2.8). The initial values are taken as the exact initial data at the nodes x0
j of the

triangulation of the given initial surface Γ0:

xj(0) = x0
j , uj(0) = u(x0

j , 0), and vj(0) = v(x0
j , 0), (j = 1, . . . , N).

Matrix�vector formulation

The column vectors u ∈ RN and v ∈ R3N collecting the nodal values of the functions uh and vh,
respectively, and the surface nodal vector x ∈ R3N (omitting the argument t), satisfy a system
of di�erential algebraic equations (DAE).

We de�ne the mass matrix M(x) ∈ RN×N and sti�ness matrix A(x) ∈ RN×N on the surface
determined by the nodal vector x:

M(x)|jk =

∫

Γh[x]
φj [x]φk[x],

A(x)|jk =

∫

Γh[x]
∇Γh[x]φj [x] · ∇Γh[x]φk[x],

(j, k = 1, . . . , N).

We further let (with the identity matrix I3 ∈ R3×3)

M[3](x) = I3 ⊗M(x) and A[3](x) = I3 ⊗A(x),

and then de�ne

K(x) = M[3](x) + αA[3](x). (2.10)

When no confusion can arise, we write in the following M(x) for M[3](x), A(x) for A[3](x). The
right-hand side vectors f(x,u) ∈ RN and g(x,u) ∈ R3N are given by

f(x,u)|j =

∫

Γh[x]
f(uh,∇Γh[x]uh)φj [x],

g(x,u)|3(j−1)+` =

∫

Γh[x]
g(uh,∇Γh[x]uh)

(
νΓh[x]

)
`
φj [x],

(j = 1, . . . , N, ` = 1, 2, 3).
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From (2.7)�(2.8) we then obtain the following coupled DAE system for the nodal values u,v
and x:

d

dt

(
M(x)u

)
+ A(x)u = f(x,u),

K(x)v + βA(x)x = g(x,u),

ẋ = v.

(2.11)

From (2.9)�(2.8) we then obtain the following coupled DAE system for the nodal values u,v
and x:

d

dt

(
M(x)u

)
+ A(x)u = f(x,u),

d

dt

(
M(x)v

)
+ A(x)v = g(x,u),

ẋ = v.

(2.12)

Lifts

An arbitrary �nite element function wh on the discrete surface Γh[x], with nodal values wj , is
related to the �nite element function ŵh on the interpolated surface Γh[x∗] (here the vector x∗(t)
collects the nodes of the interpolation surface parametrised by

∑N
j=1X(x0

j , t)φj [x
0](·, t)) with

the same nodal values:

ŵh =
N∑

j=1

wjφj [x
∗].

The lift between the interpolated surface Γh[x∗] and the exact surface Γ(X) is de�ned exactly
as before, via the distance function, described in Section 1.2.

The composite lift operator L from �nite element functions on Γh[x] to functions on Γ(X)
via Γh[x∗] is given by

wL
h = (ŵh)`.

In particular for the lifted position function we introduce the notation

xLh (x, t) = XL
h (q, t) ∈ Γh[x(t)] for x = X(q, t) ∈ Γ(X(·, t)).

2.3. Convergence of �nite elements for surface evolution

The �nite element semi-discretisation of a surface PDE on a solution-driven surface as speci�ed
in (2.1) satisfy the following error bounds, for �nite elements of polynomial degree k > 2.

Theorem 2.1 (Theorem 3.1 and Proposition 10.1 of [KLLP17], Appendix F). Consider the
space discretisation (2.7)�(2.8) of the coupled problem (2.1)�(2.2), using evolving surface �nite
elements of polynomial degree k > 2. We assume quasi-uniform admissible triangulations of the
initial surface and initial values chosen by �nite element interpolation of the initial data for u.
Suppose that the problem admits an exact solution (u, v,X) satisfying (2.6).

Then, there exists h0 > 0 such that for all mesh widths h 6 h0 the following error bounds
hold over the exact surface Γ(t) = Γ(X(·, t)) for 0 6 t 6 T :

(
‖uLh (·, t)− u(·, t)‖2L2(Γ(t)) +

∫ t

0
‖uLh (·, s)− u(·, s)‖2H1(Γ(s)) ds

) 1
2

6 Chk,
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and (∫ t

0
‖vLh (·, s)− v(·, s)‖2H1(Γ(s))3 ds

)1/2

6 Chk,

‖xLh (·, t)− idΓ(t)‖H1(Γ(t))3 6 Chk.

The constant C > 0 is independent of t and h, but depends on bounds of the Hk+1 norms of the
solution (u, v,X), on the local and global Lipschitz constants of f and g, on the regularization
parameter α > 0, on β > 0 and on the length T of the time interval.

Let us note the following things. The last error bound is equivalent to

‖XL
h (·, t)−X(·, t)‖H1(Γ0)3 6 Chk.

Moreover, in the case of a function g in (2.1) that only depends on the solution, i.e. that g = g(u),
we obtain an error bound for the velocity that is pointwise in time:

‖vLh (·, t)− v(·, t)‖H1(Γ(t))3 6 Chk.

Furthermore, note that for g = 0 the above result gives optimal-order convergence estimates
for a regularised mean curvature �ow. Convergence results for mean curvature �ow are of great
interest since the inspiring paper of Dziuk [Dzi90].

By the stability bound of Proposition 10.1 of [KLLP17] and the appropriate defect bounds
(analogously to [KLLP17, Section 8], Appendix F), Theorem 2.1 extends to the coupled problem
with a dynamic velocity law.

Theorem 2.2 (Section 8 of [KLLP17], Appendix F). Consider the space discretisation (2.9)�
(2.8) of the coupled problem (2.4)�(2.2), using evolving surface �nite elements of polynomial
degree k > 2. We assume quasi-uniform admissible triangulations of the initial surface and
initial values chosen by �nite element interpolation of the initial data for u and v. Suppose that
the problem admits an exact solution (u, v,X) satisfying (2.6).

Then, there exists h0 > 0 such that for all mesh widths h 6 h0 the following error bounds
hold over the exact surface Γ(t) = Γ(X(·, t)) for 0 6 t 6 T :

(
‖uLh (·, t)− u(·, t)‖2L2(Γ(t)) +

∫ t

0
‖uLh (·, s)− u(·, s)‖2H1(Γ(s)) ds

) 1
2

6 Chk,

and

(
‖vLh (·, t)− v(·, t)‖2L2(Γ(t))3 +

∫ t

0
‖vLh (·, s)− v(·, s)‖2H1(Γ(s))3 ds

) 1
2

6 Chk,

‖xLh (·, t)− idΓ(t)‖H1(Γ(t))3 6 Chk.

The constant C > 0 is independent of t and h, but depends on bounds of the Hk+1 norms of the
solution (u, v,X), on the local and global Lipschitz constants of f and g, on the parameter α > 0
and on the length T of the time interval.

Along the proof of both theorems a key issue is to ensure the smallness of the position error
of the surfaces in the W 1,∞ norm. An H1 norm error bound in the proofs together with an
inverse estimate yield an O(hk−1) error bound in the W 1,∞ norm, which is small only for surface
�nite elements of at least degree two, which is why we impose the condition k > 2 in the above
result.
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The error bounds are proved by clearly separating the issues of consistency and stability.
The main issue in the proofs is to show stability in the form of an h-independent bound of

the error in terms of the defects. The stability analysis is done in the matrix�vector formulation.
Similarly to the previous chapter, it uses energy estimates and some technical lemmas relating
di�erent surfaces, for instance transport formulae that relate the mass and sti�ness matrices and
the coupling terms for di�erent nodal vectors, see [KLLP17, Section 4]. No geometric estimates
enter in the stability proofs.

The consistency error is the estimates of the defect, which arises on inserting the interpolation
of the exact solution into the discretised equation. The defect bounds involve geometric estimates
that were obtained for the time-dependent case and for higher order �nite elements k > 2 in
[Kov18], see Section 1.7.

2.4. Linearly implicit full discretisation of surface evolution

Linearly implicit BDF methods

We apply a p-step linearly implicit BDF method for p 6 5, as a time discretisation to the DAE
system (2.11). For a step size τ > 0, and with tn = nτ 6 T , we determine the approximations
un to u(tn), vn to v(tn) and xn to x(tn) by the fully discrete system of linear equations

1

τ

p∑

j=0

δjM(x̃n−j)un−j + A(x̃n)un = f(x̃n, ũn),

K(x̃n)vn + βA(x̃n)xn = g(x̃n, ũn),

vn =
1

τ

p∑

j=0

δjx
n−j ,

n > p, (2.13)

where the extrapolated position vector x̃n is de�ned by

x̃n =

p−1∑

j=0

γjx
n−1−j , n > p. (2.14)

The starting values x0,x1, . . . ,xp−1 are assumed to be given. They can be precomputed in a way
as is usual for multistep methods: using lower-order methods with smaller step sizes, or using
an implicit Runge�Kutta method of the same order.

The coe�cients are given by δ(ζ) =
∑p

j=0 δjζ
j =

∑p
`=1

1
` (1 − ζ)` and γ(ζ) =

∑p−1
j=0 γjζ

j =
(1− (1− ζ)p)/ζ, see Section 1.3. This classical order p is retained by the linearly implicit variant
using the above coe�cients γj ; cf. [AL15, ALL17].

Similarly, linearly implicit BDF discretisation of the DAE system (2.12) reads as

1

τ

p∑

j=0

δjM(x̃n−j)un−j + A(x̃n)un = f(x̃n, ũn),

1

τ

p∑

j=0

δjM(x̃n−j)vn−j + A(x̃n)vn = g(x̃n, ũn),

vn =
1

τ

p∑

j=0

δjx
n−j ,

n > p. (2.15)

The starting values xi,vi for i = 0, . . . , p− 1 are assumed to be given.
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Fully discrete convergence bounds

Stability of BDF methods for linear parabolic problems on given evolving surfaces are well
understood in [LMV13], see also Chapter 1. The combination of the stability bounds in [LMV13]
for the surface PDE combined with stability results obtained in [KL18], together with appropriate
defect bounds, yield error bounds for full discretisations of coupled surface-evolution equations.

Theorem 2.3 (Theorem 9.1 of [KL18], Appendix G). Consider the evolving surface �nite ele-
ment / BDF linearly implicit full discretisation (2.13) of the coupled problem (2.1)�(2.2), using
�nite elements of polynomial degree k > 2 and BDF methods of order p 6 5. We assume
quasi-uniform admissible triangulations of the initial surface and initial values chosen by �nite
element interpolation of the initial data for u. Suppose that the problem admits an exact solution
(u, v,X) satisfying (2.6) and of class Cp+1([0, T ],W 1,∞). Suppose further that the starting values
are su�ciently accurate.

Then, there exist h0 > 0, τ0 > 0 and c0 > 0 such that for all mesh widths h 6 h0 and step
sizes τ 6 τ0 satisfying the mild stepsize restriction τp 6 c0h, the following error bounds hold over
the exact surface Γ(tn) = Γ(X(·, tn)) uniformly for 0 6 tn = nτ 6 T :

‖(unh)L − u(·, tn)‖L2(Γ(tn)) +

(
τ

n∑

j=p

‖(ujh)L − u(·, tj)‖2H1(Γ(tj))

)1/2

6 C(hk + τp),

‖(vnh)L − v(·, tn)‖H1(Γ(tn))3 6 C(hk + τp),

‖(xnh)L − idΓ(tn)‖H1(Γ(tn))3 6 C(hk + τp).

The constant C > 0 is independent of h and τ and n with nτ 6 T , but depends on bounds of
higher derivatives of the solution (u, v,X), and on the length T of the time interval.

The error estimate for the surface PDE coupled to a dynamic velocity law is also obtained
by stability for the surface PDE from [LMV13] and Proposition 8.1 in [KL18], with appropriate
defect bounds shown similarly to [KL18, Section 6].

Theorem 2.4 (Theorem 8.1 of [KL18], Appendix G). Consider the evolving surface �nite ele-
ment / BDF linearly implicit full discretisation (2.15) of the coupled problem (2.4)�(2.2), using
�nite elements of polynomial degree k > 2 and BDF methods of order p 6 5. We assume quasi-
uniform admissible triangulations of the initial surface and initial values chosen by �nite element
interpolation of the initial data for u and v. Suppose that the problem admits an exact solution
(u, v,X) satisfying (2.6) and of class Cp+1([0, T ],W 1,∞). Suppose further that the starting values
are su�ciently accurate.

Then, there exist h0 > 0, τ0 > 0 and c0 > 0 such that for all mesh widths h 6 h0 and step
sizes τ 6 τ0 satisfying the mild stepsize restriction τp 6 c0h, the following error bounds hold over
the exact surface Γ(tn) = Γ(X(·, tn)) uniformly for 0 6 tn = nτ 6 T :

‖(unh)L − u(·, tn)‖L2(Γ(tn)) +

(
τ

n∑

j=p

‖(ujh)L − u(·, tj)‖2H1(Γ(tj))

)1/2

6 C(hk + τp),

‖(vnh)L − v(·, tn)‖L2(Γ(tn))3 +

(
τ

n∑

j=p

‖(vjh)L − v(·, tj)‖2H1(Γ(tj))3

)1/2

6 C(hk + τp),

‖(xnh)L − idΓ(tn)‖H1(Γ(tn))3 6 C(hk + τp).

The constant C > 0 is independent of h and τ and n with nτ 6 T , but depends on bounds of
higher derivatives of the solution (u, v,X), and on the length T of the time interval.
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The key step of the proofs of the fully discrete theorems is again stability and theW 1,∞ norm
control of the position error of the surfaces. Similarly to the results in the previous chapter, it is
shown using energy techniques and the same technical lemmas relating di�erent surfaces. In the
dynamic case we again use the G-stability of Dahlquist [Dah78] and the multiplier techniques of
Nevanlinna and Odeh [NO81].

In [KL18] mean curvature �ow is used in a numerical experiment to study the e�ect of the
regularising parameter α > 0.
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A linear evolving surface partial differential equation is first discretized in space by an arbitrary Lagrangian
Eulerian (ALE) evolving surface finite element method, and then in time either by a Runge–Kutta method,
or by a backward difference formula. The ALE technique allows one to maintain the mesh regularity
during the time integration, which is not possible in the original evolving surface finite element method.
Stability and high order convergence of the full discretizations is shown, for algebraically stable and stiffly
accurate Runge–Kutta methods, and for backward differentiation formulas of order less than 6. Numerical
experiments are included, supporting the theoretical results.

Keywords: full discretizations; evolving surfaces; ESFEM; ALE; Runge–Kutta methods; BDF.

1. Introduction

There are various approaches to solve parabolic problems on evolving surfaces. A starting point of
the finite element approximation of (elliptic) surface partial differential equations (PDEs) is the paper
of Dziuk (1988). Later this theory was extended to general parabolic equations on stationary surfaces
by Dziuk & Elliott (2007b). They introduced the evolving surface finite element method (ESFEM) to
discretize parabolic PDEs on moving surfaces and have shown H1-error estimates, cf. Dziuk & Elliott
(2007a). They gave optimal order error estimates in the L2-norm (see Dziuk & Elliott (2013b). There is
a review by Dziuk & Elliott (2013a), which also serves as a rich source of details and references.

Dziuk and Elliott also studied fully discrete methods (see, e.g., Dziuk & Elliott (2012)). The numerical
analysis of convergence of full discretizations with higher order time integrators was first studied by Dziuk
et al. (2012). They proved optimal order convergence for the case of algebraically stable implicit Runge–
Kutta (R–K) methods, and Lubich et al. (2013) proved optimal convergence for backward differentiation
formulas (BDFs).

The ESFEM approach and convergence results were later extended to wave equations on evolving sur-
faces by Lubich & Mansour (2015) and Mansour (2015). A unified presentation of ESFEM for parabolic
problems and wave equations is given in Mansour (2013).

These results are for the Lagrangian case.
As it was pointed out by Dziuk and Elliott, ‘A drawback of our method is the possibility of

degenerating grids. The prescribed velocity may lead to the effect, that the triangulation Γh(t) is
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distorted.’1 To resolve this problem Elliott & Styles (2012) proposed an arbitrary Lagrangian Euler-
ian (ALE) ESFEM approach, which in contrast to the (pure Lagrangian) ESFEM method, allows the
nodes of the triangulation to move with a velocity that may not be equal to the surface (or mate-
rial) velocity. They presented numerous examples where smaller errors can be achieved using a better
mesh.

ALE–FEM for moving domains were investigated by Formaggia & Nobile (1999). They also suggest
some possible ways to define the new mesh if the movement of the boundary is given. Bonito et al.
(2013a,a) proved stability and optimal order a-priori error estimates for discontinuous Galerkin time
discrete Runge–Kutta–Radau methods of high order.

This article extends the convergence results and techniques of Dziuk et al. (2012) for the R–K
discretizations and of Lubich et al. (2013) for the BDFs (both shown for the Lagrangian case), to the
ALE framework.

Elliott & Styles (2012) proposed a fully discrete ALE–ESFEM algorithm to solve parabolic problems
on evolving surfaces. Elliott & Venkataraman (2015) proved convergence results for this type of scheme
and in addition prove convergence of fully discrete ALE–ESFEM with second-order BDFs. They also give
numerous numerical experiments. The primary consideration of the present work is to prove convergence
of ALE–ESFEM with higher-order time discretizations. We use different techniques to achieve this, and
thus give a new proof for the convergence of the fully discrete method suggested by Elliott & Styles
(2012).

We prove stability and convergence of these higher-order time discretizations classes, and also their
convergence as a full discretization for evolving surface linear parabolic PDEs when coupled with the
ALE–ESFEM as a space discretization. The stability results do not require a time step restriction by
powers of the mesh size, i.e., no CFL-type condition is required.

First, the stability of stiffly accurate algebraically stable implicit R–K methods (having the Radau
IIA methods in mind) is shown using energy estimates and the algebraic stability as a key property,
using some of the basic ideas that appeared in Lubich & Ostermann (1995) for quasilinear parabolic
problems.

Secondly, we show stability for the k-step BDFs up to order five. Because of the lack of A-stability
of the BDF methods of order greater than two, our proof requires a different technique than Elliott &
Venkataraman (2015), namely, we used G-stability results of Dahlquist (1978), and multiplier techniques
of Nevanlinna & Odeh (1981). Therefore, we handle all BDF (k = 1, 2, . . . , 5) methods at once.

For the fully discrete convergence results, in both cases, the study of the error of a generalized Ritz
map, and also for the error in its material derivatives, plays an important role.

In the presentation we focus on the main differences compared to the previous results, and put less
emphasis on those parts where minor modifications of the cited proofs are sufficient. In most cases the
Lagrangian proof can be repeated in the ALE case, and these are therefore omitted.

Our convergence estimates for BDF 1 and BDF 2 match the ones achieved with a different technique
in Elliott & Venkataraman (2015).

This article is organized as follows. In Section 2 we formulate the considered evolving surface
parabolic problem and describe the concept of ALE methods together with other basic notions. The
ALE weak formulation of the problem is also given. In Section 3 we define the mesh approximating
our moving surface and derive the semidiscrete version of the ALE weak form, which is equivalent
to a system of ODEs. Then we recall some properties of the evolving matrices and some estimates of

1 Quoted from Dziuk & Elliott (2007a), Section 7.2.
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bilinear forms. We also prove the analogous estimate for the new term appearing in the ALE formu-
lation. The definition of the used generalized Ritz map is also given here. In Section 4 we prove the
stability of high order R–K methods applied to the ALE–ESFEM semidiscrete problem and the same
results for the BDF methods. Section 5 contains the main results of this article: convergence of the
fully discrete methods, ALE–ESFEM together with R–K or BDF method, having a high order conver-
gence both in time. Finally, in Section 6 we present numerical experiments to illustrate our theoretical
results.

2. The ALE approach for evolving surface PDEs

In the following we consider a smooth evolving closed hypersurface Γ (t) ⊂ Rm+1, 0 ≤ t ≤ T , with
m ≤ 3, which moves with a given smooth velocity v. Let ∂•u = ∂tu + v · ∇Γ u denote the material
derivative of u, where ∇Γ is the tangential gradient given by ∇Γ u = ∇u − ∇u · nn, with unit normal n.
We denote by ΔΓ = ∇Γ · ∇Γ the Laplace–Beltrami operator.

We consider the following linear problem derived by Dziuk & Elliott (2007a):{
∂•u(x, t)+ u(x, t)∇Γ (t) · v(x, t)−ΔΓ (t)u(x, t) = f (x, t) on Γ (t),

u(x, 0) = u0(x) on Γ (0).
(2.1)

Basic and detailed references on evolving surface PDEs are Dziuk & Elliott (2007a, 2013a,b) and Mansour
(2013). We are working in the same framework as these references.

For simplicity reasons we set in all sections f = 0, since the extension of our results to the
inhomogeneous case are straightforward.

An important tool is the Green’s formula (on closed surfaces), which takes the form∫
Γ

∇Γ z · ∇Γ φ = −
∫
Γ

(ΔΓ z)φ.

We use Sobolev spaces on surfaces: For a smooth surface Γ we define

H1(Γ ) = {
η ∈ L2(Γ ) | ∇Γ η ∈ L2(Γ )m+1

}
,

and analogously Hk(Γ ) for k ∈ N (Dziuk & Elliott, 2007a, Section 2.1). Finally, GT denotes the space-
time manifold, i.e., GT := ∪t∈[0,T ]Γ (t)× {t}. We assume that GT ⊂ Rm+2 is a smooth hypersurface (with
boundary ∂GT = (

Γ (0)× {0}) ∪ (Γ (T)× {T})).
The weak formulation of this problem reads as

Definition 2.1 (weak solution, Dziuk & Elliott (2007a) Definition 4.1) A function u ∈ H1(GT ) is called
a weak solution of (2.1), if for almost every t ∈ [0, T ]

d

dt

∫
Γ (t)

uϕ +
∫
Γ (t)

∇Γ (t)u · ∇Γ (t)ϕ =
∫
Γ (t)

u∂•ϕ (2.2)

holds for every ϕ ∈ H1(GT ) and u(., 0) = u0.
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For suitable u0 existence and uniqueness results for (2.2) were obtained by Dziuk & Elliott (2007a,
Theorem 4.4) and in a more abstract framework in Alphonse et al. (2015, Theorem 3.6) (both works
consider inhomogeneous problems).

2.1 The ALE map and ALE velocity

We assume that for each t ∈ [0, T ], T > 0,Γ m(t) ⊂ Rm+1 is a closed surface. We call a subsetΓ m ⊂ Rm+1

a closed surface, if Γ is an oriented compact submanifold of codimension 1 without boundary. Moreover
we assume m = 1, 2 or 3 and that Γ ∈ C∞, evolving smoothly (cf. Dziuk & Elliott (2013a)). We assume
that there exists a smooth map n: GT → Rm+1 such that for each t the restriction

n( . , t) : Γ (t) → Rm+1

is the smooth normal field on Γ (t).
Now we shortly recall the surface description by diffeomorphic parametrization also used by Dziuk

& Elliott (2007a) and by Bonito et al. (2013a). Another important representation of the surface is based
on a signed distance function. For this we refer to Dziuk & Elliott (2007a).

We assume that there exists a smooth map Φ : Γ (0) × [0, T ] → Rm+1 which we call a dynamical
system or diffeomorphic parametrization, satisfying that

Φt : Γ (0) → Γ (t), Φt(y) := Φ(y, t)

is a diffeomorphism for every t ∈ [0, T ]. (Φt) is called the flow of Φ. We observe:

• If F : U ⊂ Rm → Γ (0) is a smooth parametrization of Γ (0), then Ft := Φt ◦ F is a smooth
parametrization of Γ (t), hence the name diffeomorphic parametrization.

• If we interpret Γ (0)× [0, T ] ⊂ Rm+2 as a hypersurface, then Φ gives rise to a diffeomorphism

Φ̃ : Γ (0)× [0, T ] → GT , Φ̃(y, t) := (
Φt(y), t

)
.

The dynamical system Φ defines a (special) vector field v and (special) time derivative ∂• as follows:
First, consider the differential equation (for Φ)

∂tΦ( . , t) = v
(
Φ( . , t), t

)
, Φ( . , 0) = Id. (2.3)

The unique vector field v is called the velocity of the surface evolution, or the material velocity. We
assume that the material velocity is the same velocity as in problem (2.1). It has the normal component
vN. Secondly, the derivative ∂• is defined as follows (see, e.g., Dziuk & Elliott (2007a), Section 2.2 or
Bonito et al. (2013a), Section 1): for smooth f : GT → R and x ∈ Γ (t), such that y ∈ Γ (0) for which
Φt(y) = x, the material derivative is defined as

∂•f (x, t) := d

dt

∣∣∣∣
(y, t)

f ◦ Φ̃. (2.4)
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Suppose that f has a smooth extension f̄ onto an open neighbourhood of Γ (t), then by the chain rule the
following identity for the material derivative holds:

∂•f (x, t) = ∂ f̄

∂t

∣∣∣∣∣
(x,t)

+ v(x, t) · ∇ f̄ (x, t),

which is clearly independent of the extension by (2.4). In Section 2.3 Dziuk & Elliott (2013a) has shown
how to use the oriented distance function to construct an extension f̄ .

Remark 2.2 An evolving surface Γ (t) generally posseses many different dynamical systems. Consider,
for example, the (constant) evolving surface Γ (t) = Γ (0) = Sm ⊂ Rm+1 with the two (different)
dynamical systems Φ(x, t) = x and Ψ (x, t) = α(t)x, where α : [0, T ] → O(m + 1) is a smooth curve in
the orthogonal matrices.

Definition 2.3 Let A �= Φ be any other dynamical system for Γ (t). It is called an ALE map. The
associated velocity will be denoted by w, which we refer as the ALE velocity and finally ∂A denotes the
ALE material derivative.

One can show that for all t ∈ [0, T ] and x ∈ Γ (t)

v(x, t)− w(x, t) is a tangential vector. (2.5)

The formula for the differentiation of a parameter-dependent surface integral played a decisive role in the
analysis of evolving surface problems. In the following lemma we will state its ALE version, together
with the connection between the material derivative and the ALE material derivative.

Lemma 2.4 Let Γ (t) be an evolving surface and f be a function defined in GT such that all the following
quantities exist.

(a) (Leibniz formula Dziuk & Elliott (2007a)/ Reynolds transport identity Bonito et al. (2013a)) There
holds

d

dt

∫
Γ (t)

f =
∫
Γ (t)

∂Af + f ∇Γ (t) · w. (2.6)

(b) There also holds

∂Af = ∂•f + (w − v) · ∇Γ (t)f . (2.7)

Proof. At first we prove (b): consider an extension f̄ of f . Use the chain rule for ∂Af and ∂•f and note
the identity (cf. (2.5))

(w(., t)− v(., t)) · ∇ f̄ (., t) = (w(., t)− v(., t)) · ∇Γ f (., t).
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To prove (a) use the original Leibniz formula from Dziuk & Elliott (2007a):

d

dt

∫
Γ

f =
∫
Γ

∂•f + f ∇Γ · v.

Now use (b) and Greens identity for surfaces to complete the proof. �

2.2 Weak formulation

Now we have everything at our hands to derive the ALE version of the weak form of the evolving surface
PDE (2.1).

Lemma 2.5 (ALE weak solution) The ALE weak solution for an evolving surface PDE is a function
u ∈ H1(GT ), if for almost every t ∈ [0, T ]

d

dt

∫
Γ (t)

uϕ +
∫
Γ (t)

∇Γ (t)u · ∇Γ (t)ϕ +
∫
Γ (t)

u(w − v) · ∇Γ (t)ϕ =
∫
Γ (t)

u∂Aϕ

holds for every ϕ ∈ H1(GT ) and u( . , 0) = u0. If u solves equation (2.2) then u is an ALE weak solution.

Proof. We start by substituting the material derivative by the ALE material derivative in (2.2), using the
relation (2.7), connecting the different material derivatives (cf. (2.5)), i.e., by putting

∂•ϕ = ∂Aϕ + (v − w) · ∇Γ ϕ

into (2.2), and rearranging the terms, we get the desired formulation. �

3. Semidiscretization: ALE–ESFEM

This section is devoted to the spatial semidiscretization of the parabolic moving surface PDE with the
ALE version of the ESFEM. The ESFEM was developed by Dziuk & Elliott (2007a). In the original case
the nodes were moving only with the material velocity along the surface, which could lead to degenerated
meshes. One can maintain the good properties of the initial mesh by having additional tangential velocity.

The ALE–ESFEM discretization will lead to a system of ordinary differential equations (ODEs) with
time-dependent matrices. We will prove the basic properties of those matrices, which will be one of our
main tools to prove the stability of time discretizations and convergence of full discretizations. We will
also recall the lifting operator and its properties introduced by Dziuk & Elliott (2007a), which enables us
to compare functions from the discrete and continuous surface.

3.1 Basic notations

First, the initial surface Γ (0) is approximated by a triangulated one denoted by Γh(0), which is given as

Γh(0) :=
⋃

E(0)∈Th(0)

E(0).
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Let ai(0), (i = 1, 2, . . . , N) denote the initial nodes lying on the initial continuous surface. Now the nodes
are evolved with respect to the ALE map A, i.e., ai(t) := A

(
ai(0), t

)
. Obviously they remain on the

continuous surface Γ (t) for all t. Therefore the smooth surface Γ (t) is approximated by the triangulated
one denoted by Γh(t), which is given as

Γh(t) :=
⋃

E(t)∈Th(t)

E(t).

We always assume that the (evolving) simplices E(t) form an admissible triangulation Th(t) with h
denoting the maximum diameter. Admissible triangulations were introduced in Dziuk & Elliott (2007a,
Section 5.1): every E(t) ∈ Th(t) satisfies that the inner radius σh is bounded from below by ch with c > 0,
and Γh(t) is not a global double covering of Γ (t).

The discrete tangential gradient on the discrete surface Γh(t) is given by

∇Γh(t)f := ∇f − ∇f · nhnh = Prh(∇f ),

understood in an element-wise sense, with nh denoting the normal to Γh(t) and Prh := I − nhnT
h .

For every t ∈ [0, T ] we define the finite element subspace

Sh(t) := {
φh ∈ C(Γh(t))

∣∣ φh|E is linear, for all E ∈ Th(t)
}
.

The piecewise linear moving basis functions χj are defined by χj(ai(t), t) = δij for all i, j = 1, 2, . . . , N ,
and hence

Sh(t) = span
{
χ1( . , t),χ2( . , t), . . . ,χN( . , t)

}
.

We continue with the definition of the interpolated velocities on the discrete surface Γh(t):

Vh( . , t) =
N∑

j=1

v(aj(t), t)χj( . , t), Wh( . , t) =
N∑

j=1

w(aj(t), t)χj( . , t) (3.1)

are the discrete velocity and the discrete ALE velocity, respectively. The discrete material derivative and
its ALE version is given by

∂•
hφh = ∂tφh + Vh · ∇φh, ∂A

h φh = ∂tφh + Wh · ∇φh,

where ∂tφh(x, t0) and ∇φh(x, t0) is meant in the following sense: Denote by Gh := ⋃
t∈[0,T ] Γh(t)× {t} ⊂

Rm+2 the discrete time space manifold, and for simplicity assume that the coefficients of φh : Gh → R w.r.
to the standard finite element basis are smooth in t. Assume that x is lying in the interior of E(t0) ⊂ Γh(t0)

and denote by E(t) the evolution of E(t0). Finally set E := ⋃
t∈[0,T ] E(t)× {t}. For the restricted function

φh|E exists a smooth extension φ̄h on a (m + 2)-dimensional neighborhood of E . We set ∂tφh = ∂tφ̄h and
∇φh = ∇φ̄h. A straightforward calculation shows that ∂•

hφh is well defined.
In the ALE setting the key transport property is the following:

∂A
h χk = 0 for k = 1, 2, . . . , N . (3.2)
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It can be shown as its non-ALE version (see Dziuk & Elliott (2007a, Proposition 5.4)).
The spatially discrete ALE problem for evolving surfaces is formulated in

Problem 3.1 (Semidiscretization in space) Find Uh ∈ Sh(t) such that

d

dt

∫
Γh(t)

Uhφh +
∫
Γh(t)

∇Γh(t)Uh · ∇Γh(t)φh

+
∫
Γh(t)

Uh(Wh − Vh) · ∇Γh(t)φh =
∫
Γh(t)

Uh∂
A
h φh, (∀φh ∈ Sh(t)), (3.3)

with the initial condition Uh( . , 0) = U0
h ∈ Sh(0) is a sufficient approximation of u0.

3.2 The ODE system

The ODE form of the above problem can be derived by setting

Uh( . , t) =
N∑

j=1

αj(t)χj( . , t) (3.4)

and testing by φh = χk for k = 1, 2, . . . , N in (3.3) and using the transport property for evolving surfaces
(3.2).

Proposition 3.2 (ODE system for evolving surfaces) The spatially semidiscrete problem is equivalent
to the ODE system for the vector α(t) = (αj(t)) ∈ RN , representing Uh( . , t),{ d

dt

(
M(t)α(t)

)+ A(t)α(t)+ B(t)α(t) = 0

α(0) = α0,
(3.5)

where M(t) and A(t) are the evolving mass and stiffness matrices defined by

M(t)kj =
∫
Γh(t)
χjχk , A(t)kj =

∫
Γh(t)

∇Γh(t)χj · ∇Γh(t)χk ,

and the evolving matrix B(t) is given by

B(t)kj =
∫
Γh(t)
χj(Wh − Vh) · ∇Γh(t)χk . (3.6)

The proof of this proposition is analogous to the corresponding one in Dziuk et al. (2012, Section 3).

Remark 3.3 In the original ESFEM setting there was no direct involvement of velocities, but in the
ALE formulation there is. We remark here that since the normal components of the continuous ALE
and material velocity are equal, during computations one can work only with the difference of the two
discrete velocities. We keep the above formulation to leave the presentation plain and simple.
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3.3 Lifting process

In the following we define the so called lift operator, which was introduced by Dziuk (1988) and further
investigated by Dziuk & Elliott (2007a, 2013b). The lift operator can be interpreted as a geometric
projection: it projects a finite element function ηh : Γh(t) → R on the discrete surface Γh(t) onto a
function ηl

h : Γ (t) → R on the smooth surface Γ (t). Therefore it is crucial for our error estimates.
We assume that there exists an open bounded set U(t) ⊂ Rm+1 such that ∂U(t) = Γ (t). The oriented

distance function d is defined as

Rm+1 × [0, T ] → R, d(x, t) :=
{

dist
(
x,Γ (t)

)
, x ∈ Rm+1 \ U(t),

− dist
(
x,Γ (t)

)
, x ∈ U(t).

Forμ > 0 we define N (t)μ := {
x ∈ Rm+1 | dist

(
x,Γ (t)

)
< μ

}
. Clearly N (t)μ is an open neighbourhood

of Γ (t). Gilbarg & Trudinger (1983) in Lemma 14.16 have shown the following important regularity
result about d.

Lemma 3.4 Let U(t) ⊂ Rm+1 be bounded and Γ (t) ∈ Ck for k ≥ 2. Then there exists a positive constant
μ depending on U such that d ∈ Ck

(
N (t)μ

)
.

In Gilbarg & Trudinger (1983, Lemma 14.16) it is also mentioned thatμ−1 bounds the principal curvatures
of Γ (t).

In the following we recall the lift operator from Dziuk (1988, equation (2)). For each x ∈ Γ (t)μ there
exists a unique p = p(x, t) ∈ Γ (t) such that |x − p| = dist

(
x,Γ (t)

)
, then x and p are related by the

important equation:

x = p + n(p, t)d(x, t). (3.7)

We assume that Γh(t) ⊂ N (t). The lift operator L maps a continuous function ηh : Γh → R onto a
function L(ηh) : Γ → R as follows: for every x ∈ Γh(t) exists via equation (3.7) a unique p = p(x, t).
We set pointwise

L(ηh)(p, t) := ηl
h(p, t) := ηh(x, t).

L(ηh) : Γ → R is continuous. If ηh has weak derivatives then L(ηh) also has weak derivatives.
Finally, we have the lifted finite element space

Sl
h(t) := {

ϕh = φl
h |φh ∈ Sh(t)

}
.

3.4 Properties of the evolving matrices

Clearly the evolving stiffness matrix is symmetric, positive semi-definite, and the mass matrix is sym-
metric, positive definite. Through the paper we will work with the norm and semi-norm introduced by
Dziuk et al. (2012):

|z(t)|M(t) = ‖Zh‖L2(Γh(t))
and |z(t)|A(t) = ‖∇Γh Zh‖L2(Γh(t))

(3.8)

for arbitrary z(t) ∈ RN , where Zh( . , t) = ∑N
j=1 zj(t)χj( . , t).
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A very important lemma in our analysis is the following.

Lemma 3.5 (Dziuk et al. (2012) Lemma 4.1 and Lubich et al. (2013) Lemma 2.2) There are constants
μ, κ (independent of h, but depending on ‖∇Γ · w‖L∞(Γ (t))) such that

zT
(
M(s)− M(t)

)
y ≤ (eμ(s−t) − 1)|z|M(t)|y|M(t) (3.9)

zT
(
M−1(s)− M−1(t)

)
y ≤ (eμ(s−t) − 1)|z|M−1(t)|y|M−1(t) (3.10)

zT
(
A(s)− A(t)

)
y ≤ (eκ(s−t) − 1)|z|A(t)|y|A(t) (3.11)

for all y, z ∈ RN and s, t ∈ [0, T ].

We will use this lemma with s close to t (usually, t = s + kτ for some positive integer k independent
of the time step τ ). Hence, (eμ(s−t) − 1) ≤ 2μ(s − t) holds. In particular for y = z we have

|z|2M(s) ≤ (
1 + 2μ(t − s)

)|z|2M(t), (3.12)

|z|2A(s) ≤ (
1 + 2κ(t − s)

)|z|2A(t). (3.13)

The following technical lemma will play a crucial role in this article, while handling the nonsymmetric
term.

Lemma 3.6 Let y, z ∈ RN and t ∈ [0, T ] be arbitrary, then

∣∣〈B(t)z|y〉∣∣ ≤ cA|z|M(t)|y|A(t),

where the constant cA > 0 depends only on the velocity difference w − v.

Proof. Using the definition of the matrix B(t) (see (3.6)) we can write

∣∣〈B(t)z|y〉∣∣ =
∣∣∣ ∫

Γh

Zh(Wh − Vh) · ∇Γh Yh

∣∣∣ ≤ ‖Wh − Vh‖L∞(Γh(t))

∫
Γh

|Zh| |∇Γh Yh|.

For a first-order finite element function ϕh ∈ Sh(t) it holds ‖ϕh‖L∞(Γh) = |ϕh(p)| for an appropriate node
p ∈ Γh(t). Hence using (3.1) we can estimate as

‖Wh − Vh‖L∞(Γh(t)) ≤ (m + 1)‖w − v‖L∞(Γ (t)). (3.14)

Now apply the Cauchy–Schwarz inequality and using the equivalence of norms over the discrete and
continuous surface (cf. Dziuk & Elliott (2007a), Lemma 5.2) to obtain the stated result. �
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3.5 Interpolation estimates

Let Ih : C(Γ (t)) → Sl
h(t) be the lifted Lagrange interpolation operator, where C(Γ (t)) denotes the space

of continuous functions on Γ (t); cf. Dziuk & Elliott (2007a) for further details on the interpolation
operator. The following interpolation estimate holds.

Lemma 3.7 For m ≤ 3 and p ∈ {2, ∞} there exists a constant c > 0 independent of h and t such that for
u ∈ W 2,p

(
Γ (t)

)
:

‖u − Ihu‖Lp(Γ (t)) + h‖∇Γ (u − Ihu)‖Lp(Γ (t)) ≤ ch2
(‖∇2

Γ u‖Lp(Γ (t)) + h‖∇Γ u‖Lp(Γ (t))

)
.

Proof. Since m ≤ 3 and Γ (t) is smooth and compact, a Sobolev embedding theorem (cf. Aubin (1998,
Theorem 2.20)), implies W 2,p(Γ (t)) ⊂ C(Γ (t)). Hence Ihu is well defined.

The estimate for the case p = 2 is stated in Dziuk & Elliott (2007a, Lemma 5.3). On the reference
element an interpolation estimate for the case p = ∞ was shown in Strang & Fix (1973, Theorem 3.1).
Using the estimates appearing in the proof of Dziuk (1988, Lemma 3) and combining these with standard
estimates of the reference element technique, we obtain the stated result. �

3.6 Discrete geometric estimates

We recall some notions using the lifting process from Dziuk (1988), Dziuk & Elliott (2007a) and Mansour
(2013) using the notation of the last reference. By δh we denote the quotient between the continuous and
discrete surface measures, dA and dAh, defined as δhdAh = dA. Further, we recall that

Pr := (
δij − ninj

)N

i,j=1
and Prh := (

δij − nh,inh,j

)N

i,j=1

are the projections onto the tangent spaces of Γ and Γh. Finally H (Hij = ∂xj ni) is the (extended)
Weingarten map. For these quantities we recall some results from Dziuk & Elliott (2007a, 2013b) and
Mansour (2013), having the exact same proofs for the ALE case.

Lemma 3.8 Assume that Γh(t) and Γ (t) satisfy the above, and Γ (t) is C� in time, then we have the
estimates

‖d‖L∞(Γh) ≤ ch2, ‖n − nh‖L∞(Γh) ≤ ch, ‖1 − δh‖L∞(Γh) ≤ ch2,

‖(∂A
h )

(�)d‖L∞(Γh) ≤ ch2, ‖ Pr − Prh Pr Prh ‖L∞(Γh) ≤ ch2,

where (∂A
h )

(�) denotes the �th discrete ALE material derivative.

Proof. The first three inequalities have been proven in Dziuk & Elliott (2013b, Lemma 5.4). The fourth
inequality for � ≥ 1 is presented in Mansour (2013, Lemma 6.1). The last inequality has been shown in
Dziuk & Elliott (2007a, Lemma 4.1). �
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´

3.7 Bilinear forms and their properties

We use the time dependent bilinear forms defined as in Dziuk & Elliott (2013b, Section 3.3): for
z,ϕ ∈ H1(Γ (t)) and their discrete analogs for Zh,φh ∈ Sh(t):

a(z,ϕ) =
∫
Γ (t)

∇Γ z · ∇Γ ϕ,

m(z,ϕ) =
∫
Γ (t)

zϕ,

g(w; z,ϕ) =
∫
Γ (t)
(∇Γ · w)zϕ,

b(w; z,ϕ) =
∫
Γ (t)

B(w)∇Γ z · ∇Γ ϕ,

ah(Zh,φh) =
∑
E∈Th

∫
E
∇Γh Zh · ∇Γhφh,

mh(Zh,φh) =
∫
Γh(t)

Zhφh,

gh(Wh; Zh,φh) =
∫
Γh(t)

(∇Γh · Wh)Zhφh,

bh(Wh; Zh,φh) =
∑
E∈Th

∫
E
Bh(Wh)∇Γh Zh · ∇Γhφh,

where the discrete tangential gradients are understood in a piecewise sense and with the matrices

B(w)ij = δij(∇Γ · w)− (
(∇Γ )iwj + (∇Γ )jwi

)
, (i, j = 1, 2, . . . , m),

Bh(Wh)ij = δij(∇Γ · Wh)− (
(∇Γh)i(Wh)j + (∇Γh)j(Wh)i

)
, (i, j = 1, 2, . . . , m).

Following Dziuk & Elliott (2013b), the ALE velocity of lifted material points is defined as follows:
Denote by L0 : Γh(0) → Γ (0) the Lift for the initial surface and denote by Lt : Γh(t) → Γ (t) the lift
at time t, cf. equation (3.7). In a straightforward way, the ALE dynamical system A on Γ (t) defines a
discrete ALE dynamical system Ah on Γh(t). Ah can be interpreted as the interpolation of A. It holds

dAh

dt
(x0

h , t) = Wh

(
Ah(x

0
h , t), t

)
.

Define

Al
h : Γ0 × [0, T ] → Rm+1, (x0, t) �→ Lt

(
Ah

(
L−1

0 (x0), t
))

.

Obviously it holds Al
h(Γ0, t) = Γ (t). We note that Al

h is just curved element wise smooth. Analogous to
equation (2.3), we define the corresponding velocity Γ (t) → Rm+1, x �→ wh(x, t) via

wh

(
Al

h(x0, t), t
)

:= d

dt
Al

h(x0, t). (3.15)

Again, as in Section 2.1, the map

Ãl
h : Γ0 × [0, T ] → GT

is bijective and now, analogous to equation (2.4), we define the corresponding discrete ALE material
derivative for the function on the smooth surface as

∂A
h f (x, t) := d

dt

∣∣∣∣
(Ãl

h)
−1(x,t)

f ◦ Ãl
h.
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If f̄ denotes an extension of f on an open neighborhood of GT , then we have

∂A
h f (x, t) = ∂ f̄

∂t

∣∣∣∣∣
(x,t)

+ wh(x, t) · ∇ f̄ (x, t).

Lemma 3.9 There exists an h independent constant c > 0 such that the following estimate holds

‖w − wh‖L∞(GT ) ≤ ch2.

Proof. The proof has been done in Dziuk & Elliott (2013b, Lemma 5.6). For the convenience of the
reader we recap the main arguments. Applying the chain rule at the right-hand side of (3.15) leads to

wh(x, t) = Ihw(x, t)− d
(
(Lt)−1(x), t

)(
H(x, t)Ihw(x, t)+ ∂n

∂t
(x, t)

)
− n(x, t)

(∂d

∂t

(
(Lt)−1(x), t

)+ n(x, t) · Ihw(x, t)
)

.

Since wh(x, t) · n(x, t) = w(x, t) · n(x, t) and ∂n
∂t (x, t) · n(x, t) = 0, it follows that multiplying the equation

above by n(x, t) yields ∂d
∂t

(
(Lt)−1(x), t

) = w(x, t) · n(x, t). The claim now follows by Lemma 3.8 and
Lemma 3.7. �

With the definition of wh the following semi-discrete transport lemma holds:

Lemma 3.10 (Dziuk & Elliott (2013b) Lemma 4.2, Elliott & Venkataraman (2015) Lemma 3.8) For
zh, ϕh, ∂A

h zh, ∂A
h ϕh ∈ Sl

h(t) ⊂ H1(Γ ) we have:

d

dt
m(zh,ϕh) = m(∂A

h zh,ϕh)+ m(zh, ∂A
h ϕh)+ g(wh; zh,ϕh),

d

dt
a(zh,ϕh) = a(∂A

h zh,ϕh)+ a(zh, ∂A
h ϕh)+ b(wh; zh,ϕh).

Versions of this lemma with continuous non-ALE material derivatives or discrete bilinear forms are also
true, see e.g., (Mansour, 2013, Lemma 6.4).

We will need the following estimates between the continuous and discrete bilinear forms.

Lemma 3.11 (Dziuk & Elliott (2013b), Elliott & Venkataraman (2015)) For arbitrary Zh,φh ∈ Sh(t), with
corresponding lifts zh,ϕh ∈ Sl

h(t) we have the bound∣∣m(zh,ϕh)− mh(Zh,φh)
∣∣ ≤ ch2‖zh‖L2(Γ (t))‖ϕh‖L2(Γ (t)),∣∣a(zh,ϕh)− ah(Zh,φh)
∣∣ ≤ ch2‖ϕh‖L2(Γ (t))‖∇Γ ϕh‖L2(Γ (t)),∣∣g(wh; zh,ϕh)− gh(Wh; Zh,φh)
∣∣ ≤ ch2‖zh‖L2(Γ (t))‖ϕh‖L2(Γ (t)),∣∣m(zh, (w − v) · ∇Γ ϕh)− mh(Zh, (Wh − Vh) · ∇Γhφh)
∣∣ ≤ ch2‖zh‖L2(Γ (t))‖∇Γ ϕh‖L2(Γ (t)).

472 B. KOVÁCS AND C. A. POWER GUERRA

Downloaded from https://academic.oup.com/imajna/article-abstract/38/1/460/3098317
by Universitaet Tuebingen user
on 31 January 2018



´

Proof. For the first three inequalities we refer to Dziuk & Elliott (2013b, Lemma 5.5). For the last
inequality observe that∣∣∣m(zh, (w − v) · ∇Γ ϕh)− mh(Zh, (Wh − Vh) · ∇Γhφh)

∣∣∣
≤
∣∣∣m(zh,

(
(w − v)− (Wl

h − V l
h)
)

· ∇Γ ϕh)

∣∣∣+ ∣∣∣m(zh, (Wl
h − V l

h) · ∇Γ ϕh)− mh(Zh, (Wh − Vh) · ∇Γhφh)

∣∣∣
≤ ch2‖zh‖L2(Γ (t))‖∇Γ ϕh‖L2(Γ (t)) +

∣∣∣m(zh, (Wl
h − V l

h) · ∇Γ ϕh)− mh(Zh, (Wh − Vh) · ∇Γhφh)

∣∣∣,
where we have used Lemma 3.7 for the last inequality. The inequality∣∣∣m(zh, (Wl

h − V l
h) · ∇Γ ϕh)− mh(Zh, (Wh − Vh) · ∇Γhφh) ≤ ch2‖zh‖L2(Γ (t))‖∇Γ ϕh‖L2(Γ (t))

follows from Elliott & Venkataraman (2015, Lemma B.3). �

3.8 The Ritz map

We use nearly the same Ritz map introduced in Lubich & Mansour (2015, Definition 8.1), but for the
parabolic case a much simpler version suffices:

Definition 3.12 For a given z ∈ H1(Γ (t)) there is a unique P̃hz ∈ Sh(t) such that for all φh ∈ Sh(t),
with the corresponding lift ϕh = φl

h, we have

a∗
h(P̃hz,φh) = a∗(z,ϕh), (3.16)

where a∗ := a + m and a∗
h := ah + mh, to make the forms a and ah positive definite. Then Phz ∈ Sl

h(t) is
defined as the lift of P̃hz, i.e., Phz = (P̃hz)l.

Remark 3.13 The Ritz map in (3.16) is a simplified version of the Ritz map considered in Mansour
(2013, Definition 7.1) and Lubich & Mansour (2015, Definition 8.1). The Ritz map in the first reference
is actually a more general one then (3.16), since for the choice ζ ≡ 0 there, we obtain our Ritz map (see
the proof below).

A different Ritz projection has been used in Dziuk & Elliott (2013b) and in Elliott & Venkataraman
(2015, Appendix C). In these works a Ritz projection is defined via

a(Phz,ϕh) = a(z,ϕh), ∀ϕ ∈ Sl
h(t) and

∫
Γ (t)

Phz dA =
∫
Γ (t)

z dA = 0.

More recently Elliott & Ranner (2015, Section 3.6) defined a different Ritz map via

ah(P̃hz,φh) = a(z,φl), ∀φ ∈ Sh(t) and
∫
Γh(t)

P̃hz dAh =
∫
Γ (t)

z dA.
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Lemma 3.14 The Ritz map satisfies the bounds, for 0 ≤ t ≤ T and h ≤ h0 with a sufficiently small h0,

‖z − Phz‖L2(Γ (t)) + h‖∇Γ (z − Phz)‖L2(Γ (t)) ≤ ch2‖z‖H2(Γ (t)),

‖(∂A
h )

(�)(z − Phz)‖L2(Γ (t)) + h‖∇Γ

(
(∂A

h )
(�)(z − Phz)

)‖L2(Γ (t)) ≤ c�h
2

�∑
j=0

‖(∂A)(j)z‖H2(Γ (t)),

where the constants c and c� are independent of h and t ∈ [0, T ].

Proof. Mansour (2013) has defined a Ritz map as follows. For given ζ ∈ H1(Γ (t)) he defined
P̃h : H1(Γ (t)) → Sh(t) via the equation

a∗
h(P̃hz,φh) = a∗(z,φl

h)+ m(ζ , (vh − v) · ∇Γ φ
l
h) ∀φh ∈ Sh(t),

where vh plays no role in our setting. Nevertheless, since the proof includes the case ζ ≡ 0 our claim
follows from Mansour (2013, Theorem 7.2 and 7.3). �

4. Stability

4.1 Stability of implicit R–K methods

We consider an s-stage implicit R–K method for the time discretization of the ODE system (3.5), coming
from the ALE–ESFEM space discretization of the parabolic evolving surface PDE.

In the following we extend the stability result for R–K methods of Dziuk et al. (2012), Lemma 7.1,
to the case of ALE–ESFEM. Apart from the properties of the ALE–ESFEM, the proof is based on the
energy estimation techniques of Lubich & Ostermann (1995, Theorem 1.1).

For the convenience of the reader, we recall the method: for simplicity, we assume equidistant time
steps tn := nτ , with step size τ . Our results can be straightforwardly extended to the case of nonuniform
time steps. The s-stage implicit R–K method, defined by the given Butcher tableau.

(ci) (aij)

(bi)
for i, j = 1, 2, . . . , s

applied to the system (3.5):⎧⎪⎨⎪⎩
d

dt

(
M(t)α(t)

)+ A(t)α(t)+ B(t)α(t) = 0

α(0) = α0

(
U0

h = ∑N
j=1α0,jχj( . , 0)

)
reads as

Mniαni = Mnαn + τ

s∑
j=1

aijα̇nj for i = 1, 2, . . . , s (4.1a)

Mn+1αn+1 = Mnαn + τ

s∑
i=1

biα̇ni, (4.1b)
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where the internal stages satisfy

0 = α̇ni + Bniαni + Aniαni for i = 1, 2, . . . , s (4.1c)

with Ani := A(tn + ciτ), Bni := B(tn + ciτ), Mni := M(tn + ciτ) and Mn+1 := M(tn+1). Here α̇ni is not a
derivative but a suggestive notation.

We recall that Uh( . , t) = ∑N
j=1 αj(t)χj( . , t) for the semidiscrete case from Section 3.2 and for the

fully discrete case we define Un
h = ∑N

j=1 αn,jχj( . , tn).

Assumption 4.1 We assume that

• The method has stage order q ≥ 1 and classical order p ≥ q + 1.

• The coefficient matrix (aij) is invertible; the inverse will be denoted by upper indices (aij).

• The method is algebraically stable, i.e., bj > 0 for j = 1, 2, . . . , s and the following matrix is positive
semi-definite: (

biaij − bjaji − bibj

)s

i,j=1
. (4.2)

• The method is stiffly accurate, i.e., for j = 1, 2, . . . , s it holds

bj = asj, and cs = 1. (4.3)

Instead of (3.5), let us consider the following perturbed equation:⎧⎪⎨⎪⎩
d

dt

(
M(t)̃α(t)

)+ A(t)̃α(t)+ B(t)̃α(t) = M(t)r(t),

α̃(0) = α̃0.
(4.4)

The substitution of the true solution α̃(t) of the perturbed problem into the R–K method yields the defects
Δni and δni, by setting en = αn − α̃(tn), Eni = αni − α̃(tn + ciτ) and Ėni = α̇ni − ˙̃α(tn + ciτ), again Ėni is
not a derivative. Then by subtraction the following error equations hold:

MniEni = Mnen + τ

s∑
j=1

aijĖnj −Δni for i = 1, 2, . . . , s, (4.5a)

Mn+1en+1 = Mnen + τ

s∑
i=1

biĖni − δn+1, (4.5b)

where the internal stages satisfy:

Ėni + AniEni + BniEni = −Mnirni for i = 1, 2, . . . , s, (4.5c)

with rni := r(tn + ciτ).
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Similar to Dziuk et al. (2012, Lemma 7.1) or Mansour (2013, Lemma 3.1), we present a stability
estimate (such that the choice of τ is independent of h) for the above class of R–K methods. Since the
method (4.1) and the error equation (4.5) both involve only matrices and vectors, we first establish this
stability estimate in terms of nodal error vectors with corresponding time-dependent norms (3.8). Using
(3.8) this estimate can be translated into L2- and H1-norms of the corresponding finite element error
functions. This result will be related to the norms of Uh, through the error, later in Theorems 5.2 and 5.4.

Lemma 4.2 For an s-stage implicit R–K method satisfying Assumption 4.1, there exists a τ0 > 0,
depending only on the constants μ and κ , such that for τ ≤ τ0 and tn = nτ ≤ T , that the error en is
bounded by

|en|2Mn
+ τ

n∑
k=1

|ek|2Ak
≤ C

{
|e0|2M0

+ τ

n−1∑
k=1

s∑
i=1

‖Mkirki‖2
∗,tki

+ τ

n∑
k=1

|δk/τ|2Mk

+ τ

n−1∑
k=0

s∑
i=1

(
|M−1

ki Δki|2Mki
+ |M−1

ki Δki|2Aki

)}
,

where ‖w‖2
∗,t = wT (A(t) + M(t))−1w. The constant C is independent of h, τ and n, but depends on

μ, κ , T and on the norm of the difference of the velocities. The constant τ0 depends on the ALE velocity
(see Lemma 3.5).

Proof. (a) By using (4.5a)–(4.5c) and algebraic stability (4.2) the following inequality holds for the ALE
setting:

|en+1|2Mn+1
≤ (1 + 2μτ)|en|2Mn

+ 2τ
s∑

i=1

bi 〈Ėni|M−1
n+1|MniEni +Δni〉

+ τ |En+1|2Mn+1
+ (1 + 3τ)τ

∣∣δn+1/τ
∣∣2
M−1

n+1
. (4.6)

We want to estimate the second term on the right-hand side of (4.6). Obviously the equation

〈Ėni|M−1
n+1|MniEni +Δni〉 = 〈Ėni|M−1

ni |MniEni +Δni〉
+ 〈Ėni|M−1

n+1 − M−1
ni |MniEni +Δni〉 (4.7)

holds. The second term on the right-hand side of (4.7) can be estimated by (cf. (Mansour, 2013, Lemma 3.1,
(3.14))):

〈Ėni|M−1
n+1 − M−1

ni |MniEni +Δni〉 ≤ C
{
|en|2Mn

+
s∑

j=1

|Enj|2Mnj
+ |Δnj|2M−1

nj

}
. (4.8)

(b) We have to modify the estimation of the first term on the right-hand side of (4.7). Using the definition
of internal stages (4.5c), we have

〈Ėni|M−1
ni |MniEni +Δni〉 = − |Eni|2Ani

− 〈Mnirni|Eni + M−1
ni Δni〉

− 〈Eni|Ani|M−1
ni Δni〉 − 〈BniEni|Eni + M−1

ni Δni〉 . (4.9)
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The last term can be estimated by Lemma 3.6 as

|〈BniEni|Eni + M−1
ni Δni〉| ≤ |〈BniEni|Eni〉| + |〈BniEni|M−1

ni Δni〉|
≤ C|Eni|Mni |Eni|Ani + C|Eni|Mni |M−1

ni Δni|Ani

≤ C|Eni|2Mni
+ 1

4
|Eni|2Ani

+ C|Eni|2Mni
+ C|M−1

ni Δni|2Ani
. (4.10)

While the other terms can be estimated by the following inequality (shown in Lemma 3.1 in Mansour
(2013)):

− |Eni|2Ani
+ |〈Mnirni|Eni + M−1

ni Δni〉| + |〈Eni|Ani|M−1
ni Δni〉|

≤ −1

2
|Eni|2Ani

+ 1

4
|Eni|2Mni

+ C
(|M−1

ni Δni|2Mni
+ |M−1

ni Δni|2Ani

)
. (4.11)

We continue to estimate the right-hand side of (4.9) with (4.10), (4.11) and arrive to

〈Ėni|M−1
n+1|MniEni +Δni〉 ≤ −1

4
|Eni|2Ani

+ C
(|Eni|2Mni

+ |M−1
ni Δni|2Mni

+ |M−1
ni Δni|2Ani

)
. (4.12)

(c) Now we return to the main inequality (4.6), consider equation (4.9) and plug in the inequalities (4.8)
and (4.12) to get

|en+1|2Mn+1
− |en|2Mn

+ 1

4
τ

s∑
i=1

bi|Eni|2Ani
≤ Cτ

{
|en|2Mn

+
s∑

j=1

|Enj|2Mnj
+ ‖Mnjrnj‖2

∗,nj

+
s∑

j=1

(|M−1
nj Δnj|2Mnj

+ |M−1
nj Δnj|2Anj

)+ ∣∣δn+1/τ
∣∣2
M−1

n+1

}
. (4.13)

(d) Next we estimate |Enj|2Mnj
, in Mansour (2013, Lemma 3.1) one can find the estimate:

|Eni|2Mni
≤ C

(
|en|2Mn

+ τ

s∑
j=1

aij 〈Ėnj|Eni〉 + |M−1
ni Δni|2Mni

)
. (4.14)

We have to estimate 〈Ėnj|Eni〉, with equation (4.5c) we get

〈Ėnj|Eni〉 = − 〈Enj|Anj|Eni〉 − 〈Mnjrnj|Eni〉 − 〈BnjEnj|Eni〉. (4.15)

The following inequalities can be shown easily using Young’s-inequality (ε will be chosen later) and
Cauchy–Schwarz inequality:

− 〈Enj|Anj|Eni〉 ≤ C(κ)
(|Enj|2Anj

+ |Eni|2Ani

)
,

− 〈BnjEnj|Eni〉 ≤ ε|Enj|2Mnj
+ 1

4ε
C(κ)|Eni|2Ani

− 〈Mnjrnj|Eni〉 ≤ C(μ, κ)
( 1

4ε
‖Mnjrnj‖2

∗,nj + ε
(|Eni|2Mni

+ |Eni|2Ani

))
.
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Using the above three inequalities to estimate (4.15), we get

〈Ėnj|Eni〉 ≤ C(μ, κ)
(
ε|Eni|2Mni

+ C(ε)|Eni|2Ani
+ |Enj|2Anj

+ C(ε)‖Mnjrnj‖2
∗,nj

)
. (4.16)

Using this for a sufficiently small ε (independent of τ ) we can proceed by estimating (4.14) further as

|Eni|2Mni
≤ C

(
|en|2Mn

+ τ

s∑
j=1

aij

(|Enj|2Anj
+ ‖Mnjrnj‖2

∗,nj

)+ |M−1
ni Δni|2Mni

)
.

(e) Now for a sufficiently small τ we can use the above inequality to estimate (4.13) to

|en+1|2Mn+1
− |en|2Mn

+ 1

8
τ

s∑
i=1

bi|Eni|2Ani
≤ Cτ

{
|en|2Mn

+
s∑

i=1

‖Mnirni‖2
∗,ni

+
s∑

i=1

(|M−1
ni Δni|2Mni

+ |M−1
ni Δni|2Ani

)+ ∣∣δn+1/τ
∣∣2
M−1

n+1

}
.

Summing up over n and applying a discrete Gronwall inequality yields the desired result. �

4.2 Stability of BDFs

We apply a BDF as a temporal discretization to the ODE system (3.5), coming from the ALE–ESFEM
space discretization of the parabolic evolving surface PDE.

In the following we extend the stability result for BDF methods of Lubich et al. (2013, Lemma 4.1)
to the case of ALE–ESFEM. Apart from the properties of the ALE–ESFEM, the proof is based on the
G-stability theory of Dahlquist (1978) and the multiplier technique of Nevanlinna & Odeh (1981). We
will prove that the fully discrete method is stable for the k-step BDF methods up to order five. Again the
stability holds without a CFL-type condition.

We recall the k-step BDF method, applied to the ODE system (3.5), with step size τ > 0 and given
starting values αn−k , . . . ,αn−1:

1

τ

k∑
j=0

δjM(tn−j)αn−j + A(tn)αn + B(tn)αn = 0, (n ≥ k), (4.17)

where the coefficients of the method is given by δ(ζ ) = ∑k
j=1 δjζ

j = ∑k
�=1

1
�
(1 − ζ )�, while the initial

values are α0,α1, . . . ,αk−1. Again Uh and α is related through (3.4). The method is known to be 0-stable
for k ≤ 6 (but not A-stable for k ≥ 3) and have order k; for more details we refer to Hairer & Wanner
(1996, Chapter V.).

Instead of (3.5), let us consider again the perturbed problem⎧⎪⎨⎪⎩
d

dt

(
M(t)α̃(t)

)+ A(t)α̃(t)+ B(t)α̃(t) = M(t)r(t)

α̃(0) = α̃0.
(4.18)
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By substituting the true solution α̃(t) of the perturbed problem into the BDF method (4.17), we obtain

1

τ

k∑
j=0

δjM(tn−j)α̃n−j + A(tn)α̃n + B(tn)α̃n = −dn, (n ≥ k).

Then by introducing the error en = αn − α̃(tn), multiplying by τ , and by subtraction we have the error
equation

k∑
j=0

δjMn−jen−j + τAnen + τBnen = τdn, (n ≥ k). (4.19)

We recall two important preliminary results.

Lemma 4.3 (Dahlquist (1978)) Let δ(ζ ) and μ(ζ ) be polynomials of degree at most k (at least one of
them of exact degree k) that have no common divisor. Let 〈 . | . 〉 be an inner product on RN with associated
norm ‖ . ‖. If

Re
δ(ζ )

μ(ζ )
> 0, for |ζ | < 1,

then there exists a symmetric positive definite matrix G = (gij) ∈ Rk×k and real γ0, . . . , γk such that for
all v0, . . . , vk ∈ RN

〈 k∑
i=0

δivk−i

∣∣∣ k∑
i=0

μivk−i

〉
=

k∑
i,j=1

gij〈vi | vj〉 −
k∑

i,j=1

gij〈vi−1 | vj−1〉 +
∥∥∥ k∑

i=0

γivi

∥∥∥2

holds.

Together with this result, the case μ(ζ ) = 1 − ηζ will play an important role:

Lemma 4.4 (Nevanlinna & Odeh (1981)) If k ≤ 5, then there exists 0 ≤ η < 1 such that for
δ(ζ ) = ∑k

�=1
1
�
(1 − ζ )�,

Re
δ(ζ )

1 − ηζ
> 0, for |ζ | < 1.

The smallest possible values of η is found to be η = 0, 0, 0.0836, 0.2878, 0.8160 for k = 1, 2, . . . , 5,
respectively.

We now state and prove the analogous stability result for the BDF methods. Again using (3.8), this
estimate can be translated into L2- and H1-norms of the corresponding finite element error functions, see
later in Theorem 5.5.
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Lemma 4.5 For a k-step BDF method with k ≤ 5, there exists a τ0 > 0, depending only on the constants
μ and κ , such that for τ ≤ τ0 and tn = nτ ≤ T , that the error en is bounded by

|en|2Mn
+ τ

n∑
j=k

|ej|2Aj
≤ Cτ

n∑
j=k

‖dj‖2
∗,tj

+ C max
0≤i≤k−1

|ei|2Mi
,

where ‖w‖2
∗,t = wT (A(t) + M(t))−1w. The constant C is independent of h, τ and n, but depends on

μ, κ , T and on the norm of the difference of the velocities. The constant τ0 depends on the ALE velocity
(see Lemma 3.5).

Proof. Our proof follows the one of Lemma 4.1 in Lubich et al. (2013).
(a) The starting point of the proof is the following reformulation of the error equation (4.19)

Mn

k∑
j=0

δjen−j + τAnen + τBnen = τdn +
k∑

j=1

δj

(
Mn − Mn−j

)
en−j

and using a modified energy estimate. We multiply both sides by en −ηen−1, for n ≥ k+1, which gives us:

In + IIn = IIIn + IVn − Vn,

where

In =
〈 k∑

j=0

δjen−j

∣∣Mn

∣∣en − ηen−1

〉
,

IIn = τ
〈
en|An|en − ηen−1

〉
,

IIIn = τ 〈dn|en − ηen−1〉,

IVn =
k∑

j=1

〈en−j|Mn − Mn−j|en − ηen−1〉,

Vn = τ 〈en|Bn|en − ηen−1〉.

(b) The estimates of In, IIn, IIIn and IVn are the same as in the proof of Lubich et al. (2013, Lemma 4.1).
For the convenience of the reader, we repeat them:

In ≥ |En|2G,n − |En−1|2G,n,

IIn/τ ≥ 2 − η

2
|en|2An

− cη|en−1|2An−1
,

|IIIn|/τ ≤ c
1

1 − η
‖dn‖2

∗,n + 1 − η

2

(
ε|en|2An

+ |en|2Mn

)
+ (1 − η)c

(|en−1|2An−1
+ |en−1|2Mn−1

)
,

|IVn|/τ ≤ c
(|En|2G,n + |En−1|2G,n

)
.
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We note that during the estimation of IIIn we used Young’s inequality with sufficiently small (τ
independent) ε.

The nonsymmetric term Vn is estimated using Lemma 3.6 and Young’s inequality (with sufficiently
small ε, independent of τ ):

|Vn| ≤ Cτ |en|Mn

(|en|An + η|en−1|An−1

)
= Cτ |en|Mn |en|An + Cητ |en|Mn |en−1|An−1

≤ τC
1

ε
|en|2Mn

+ ετ |en|2An
+ τC

1

ε
|en|2Mn

+ εη2τ |en−1|2An−1
.

(c) Combining all estimates, choosing a sufficiently small ε (independently of τ ), and summing up
gives, for τ ≤ τ0 and for k ≥ n + 1:

|En|2G,n + (1 − η)
τ

8

n∑
j=k+1

|ej|2Aj
≤ Cτ

n−1∑
j=k

|Ej|2G,j + Cτ
n∑

j=k+1

‖dj‖2
∗,tj

+ Cη2τ |ek|2Ak
, (4.20)

where En = (en, . . . , en−k+1) and the |En|2G,n := ∑k
i,j=1 gij〈en−k+1|Mn|en−k+j〉.

(d) To achieve the stated result we have to estimate the extra term |ek|2Mk
+ τ |ek|2Ak

. For that we take
the inner product of the error equation for n = k with ek to obtain

δ0|ek|2Mk
+ τ |ek|2Ak

= τ 〈dk | ek〉 −
k∑

j=1

δj〈Mk−jek−j | ek〉 + τ |〈ek | Bk | ek〉|.

Then the use of Lemma 3.6 and Young’s inequality (again with sufficiently small ε) and (3.9) yields

|ek|2Mk
+ τ |ek|2Ak

≤ Cτ‖dk‖2
∗,tk

+ C max
0≤i≤k−1

|ei|2Mi
.

Similarly as in Lubich et al. (2013, Lemma 4.1), using the discrete Gronwall inequality for (4.20) and
the above estimate concludes the result. �

5. Error bounds for the fully discrete solutions

We start by connecting the stability results of the previous section with the continuous solution of the
parabolic problem. Then using the Ritz map of u we will show the convergence of the error which –
together with the stability results – leads us to our main results. We will prove that the full discretizations,
ALE–ESFEM coupled with R–K or BDF methods converges. The convergence does not require a bound
on τ in terms of h.

5.1 Bound of the semidiscrete residual

Before turning to the fully discrete problem we show error bounds for the semidiscretization.
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Since the stability analysis only uses the matrix-vector formulation (4.4), (4.18), but not the semi-
discrete weak form, we follow Lubich et al. (2013, Section 5), using the Ritz map to define the finite
element residual,

Rh(., t) =
N∑

j=1

rj(t)χj(., t) ∈ Sh(t),

by duality pointwise in time, as follows. Let∫
Γh(t)

Rh(., t)φh = Lt(φh) for all φh ∈ Sh(t), (5.1)

where, for a fixed t ∈ [0, T ], the linear functional Lt : Sh(t) → R is defined as follows: for a given finite
element function

φh =
N∑

j=1

cjχj(., t) ∈ Sh(t)

define the temporal extension ϕh(s) ∈ Sh(s) as the finite element function with the same nodal values

ϕh(s) =
N∑

j=1

cjχj(., s) ∈ Sh(s) (s ∈ [0, T ]).

Then, ∂A
h ϕh(s) = 0 for all s, by the transport property (3.2) of the basis functions.

We now define

Lt(φh) = d

dt

∫
Γh(t)

P̃hu(., t)ϕh(., t)+
∫
Γh(t)

∇Γh(P̃hu)(., t) · ∇Γhϕh(., t)

+
∫
Γh(t)

(P̃hu)(., t)(Wh − Vh)(., t) · ∇Γhϕh(., t)

and determine the residual Rh(., t) by (5.1).
The above construction yields the following linear ODE system with the vector r(t) = (rj(t)) ∈ RN :

d

dt

(
M(t)α̃(t)

)+ A(t)α̃(t)+ B(t)α̃(t) = M(t)r(t),

which is the perturbed ODE system (4.4) and (4.18).
We show second order error bounds for the residual Rh using the bounds on the Ritz map.

Theorem 5.1 (Bound of the semidiscrete residual) Let u, the solution of the parabolic problem, be
smooth. Then there exists a constant C > 0 and h0 > 0, such that for all h ≤ h0 and t ∈ [0, T ], the finite
element residual Rh of the Ritz map is bounded by

‖Rh(., t)‖H−1
h (Γh(t))

≤ Ch2,
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where the constant C is independent of h and t, but depends on T and on the solution u. The H−1
h -norm

of Rh is defined as

‖Rh(., t)‖H−1
h (Γh(t))

:= sup
0 �=φh∈Sh(t)

〈Rh(., t),φh〉L2(Γh(t))

‖φh‖H1(Γh(t))

.

Proof. (a) We start by applying the discrete ALE transport property to the residual equation (5.1) and
using the definition of Lt , for P̃hu ∈ Sh(t):

mh(Rh,φh) = mh(∂
A
h P̃hu,ϕh)+ ah(P̃hu,ϕh)+ gh(Wh; P̃hu,ϕh)+ mh(P̃hu, (Wh − Vh) · ∇Γhϕh).

(b) We continue by the transport property with discrete ALE material derivatives from Lemma 3.10,
but for the ALE weak form (from Lemma 2.5)

0 = m(∂A
h u,ϕl

h)+ a(u,ϕl
h)+ g(wh; u,ϕl

h)+ m(u, (w − v) · ∇Γ ϕ
l
h).

(c) Subtraction of the two equations, and using the definition of the Ritz map (3.16), we obtain the
following expression for the residual:

mh(Rh,φh) = mh(∂
A
h P̃hu,ϕh)− m(∂A

h u,ϕl
h)

+ gh(Wh; P̃hu,ϕh)− g(wh; u,ϕl
h)

− (
mh(P̃hu,ϕh)− m(u,ϕl

h)
)

+ mh(P̃hu, (Wh − Vh) · ∇Γhϕh)− m(u, (w − v) · ∇Γ ϕ
l
h).

(d) We estimate these pairs separately, we show the basic idea by using the nonsymmetric term: We
aim to use Lemma 3.8 and the error estimate for the Ritz map, Lemma 3.14; namely, we estimate as

mh(P̃hu, (Wh − Vh) · ∇Γhϕh)− m(Phu, (w − v) · ∇Γ ϕ
l
h)

+ m(Phu − u, (w − v) · ∇Γ ϕ
l
h) ≤ Ch2‖ϕl

h‖H1(Γ (t)).

The other pairs can be estimated in the same way: by Lemma 3.11 and the errors in the Ritz map (in fact
they can be bounded by Ch2‖ϕh‖L2(Γ (t))). �

5.2 Error bounds

The direct application of the stability lemma for R–K methods and BDF methods (Lemma 4.2 and Lemma
4.5, respectively) gives error estimates between the projection P̃hu(., tn) and the fully discrete solution
Un

h (ALE–ESFEM combined with a temporal discretization), i.e.,

Un
h :=

N∑
j=1

αn
j χj(., tn) ∈ Sh(t),

where the vectors αn are generated, either by an s-stage implicit R–K method (4.1) or by a BDF method
of order k (4.17).
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5.2.1 Implicit R–K methods. Now we can prove the analogous error estimation result from (Dziuk
et al., 2012, Theorem 8.1) and Mansour (2013, Theorem 5.1).

Theorem 5.2 Consider the ALE–ESFEM as space discretization of the parabolic problem (2.1) with time
discretization by an s-stage implicit R–K method satisfying Assumption 4.1. Assume that the solution u
and the surface Γ (t) is smooth. Then there exists τ0 > 0, independent of h, but depending on the ALE
velocity (see Lemma 3.5), such that for τ ≤ τ0, for the error En

h = Un
h − P̃hu(., tn) the following estimate

holds for tn = nτ ≤ T :

‖En
h‖L2(Γh(tn))

+
(
τ

n∑
j=1

‖∇Γh(tj)E
j
h‖2

L2(Γh(tj))

) 1
2

≤ Cβ̃h,qτ
q+1 + C

(
τ

n−1∑
k=0

s∑
i=1

‖Rh(., tk + ciτ)‖2
H−1

h (Γh(tk+ciτ))

) 1
2 + C‖E0

h‖L2(Γh(t0))
,

where the constant C is independent of h and τ , but depends on T , and we have

β̃2
h,q =

∫ T

0

q+2∑
�=1

‖(∂A
h )

(�)(P̃hu)(., t)‖L2(Γh(t))
+

q+1∑
�=1

‖∇Γh(t)(∂
A
h )

(�)(P̃hu)(., t)‖L2(Γh(t))
dt.

Remark 5.3 Later on in the proofs we will use the existence of high order material derivatives of P̃hu. This
follows as a combination of the assumed regularity of the evolution of Γ (t) and the assumed regularity
of the exact solution u.

The version with the classical order p from (Dziuk et al., 2012, Theorem 8.2), or Mansour (2013,
Theorem 5.2) also holds in the ALE case, if the stronger regularity conditions are satisfied:∣∣∣∣M(t)−1 dkj−1

dtkj−1

(
A(t)M(t)−1

)
· · · dk1−1

dtk1−1

(
A(t)M(t)−1

) dk̃−1

dtk̃−1

(
M(t)α̃(t)

)∣∣∣∣
M(t)

≤ γ ,

∣∣∣∣M(t)−1 dkj−1

dtkj−1

(
A(t)M(t)−1

)
· · · dk1−1

dtk1−1

(
A(t)M(t)−1

) dk̃−1

dtk̃−1

(
M(t)α̃(t)

)∣∣∣∣
A(t)

≤ γ ,

for all kj ≥ 1 and k̃ ≥ q + 1 with k1 + · · · + kj + k̃ ≤ p + 1.

Theorem 5.4 Consider the ALE–ESFEM as space discretization of the parabolic problem (2.1), with time
discretization by an s-stage implicit R–K method satisfying Assumption 4.1 with p > q + 1. Assuming
the above regularity conditions. There exists τ0 > 0 independent of h, but depending on the ALE velocity
(see Lemma 3.5), such that for τ ≤ τ0, for the error En

h = Un
h − P̃hu(., tn), the following estimate holds

for tn = nτ ≤ T :

‖En
h‖L2(Γh(tn))

+
(
τ

n∑
j=1

‖∇Γh(tj)E
j
h‖2

L2(Γh(tj))

) 1
2

≤ C0τ
p + C

(
τ

n−1∑
k=0

s∑
i=1

‖Rh(., tk + ciτ)‖2
H−1

h (Γh(tk+ciτ))

) 1
2 + C‖E0

h‖L2(Γh(t0))
,

where the constant C0 is independent of h and τ , but depends on T and γ .
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Proof of Theorem 5.2 and 5.4. The proofs of the above two theorems are a combination of our previous
results, especially the stability lemma (Lemma 4.2) and the relation ‖Mnrn‖∗,tn = ‖Rh(., tn)‖H−1

h (Γh(tn))

(cf. Mansour (2013, (5.5))). Otherwise they are the same as the proof in Dziuk et al. (2012, Section 8) or
(see Mansour (2013, Theorem 5.1–5.2)). The h and τ independency holds since the used stability lemma
is also independent of them. �

5.2.2 Backward differentiation formulas. We prove the analogous result of Lubich et al. (2013,
Theorem 5.1) and Mansour (2013, Theorem 5.3).

Theorem 5.5 Consider the ALE–ESFEM as space discretization of the parabolic problem (2.1) with
time discretization by a k-step backward difference formula of order k ≤ 5. Assume that the solution u
and the surface Γ (t) is smooth. Then there exists τ0 > 0, independent of h, but depending on the ALE
velocity (see Lemma 3.5), such that for τ ≤ τ0, for the error En

h = Un
h − P̃hu(., tn) the following estimate

holds for tn = nτ ≤ T :

‖En
h‖L2(Γh(tn))

+
(
τ

n∑
j=1

‖∇Γh(tj)E
j
h‖2

L2(Γh(tj))

) 1
2

≤ Cβ̃h,kτ
k +

(
τ

n∑
j=1

‖Rh(., tj)‖2
H−1

h (Γh(tj))

) 1
2 + C max

0≤i≤k−1
‖Ei

h‖L2(Γh(ti))
,

where the constant C is independent of h and τ , but depends on T , and we have

β̃2
h,k =

∫ T

0

k+1∑
�=1

‖(∂A
h )

(�)(P̃hu)(., t)‖L2(Γh(t))
dt.

Proof. The proof of this theorem relays on the corresponding h and τ independent stability result, i.e.,
Lemma 4.5. Otherwise we follow the proof of Lubich et al. (2013, Theorem 5.1), or Mansour (2013,
Theorem 5.3). �

Remark 5.6 The quantities β̃2
h,q and β̃2

h,k from Theorem 5.2 and Theorem 5.5 require existence of higher
order discrete ALE material derivatives of the Ritz projection of u and, further, that they are bounded
w.r. to the L2 resp. H1 norm. The existence of higher order material derivatives can be seen as follows:
Rewrite equation (3.16) as a matrix vector equation for the coefficients of P̃hu. Discrete ALE material
derivatives corresponds to usual time derivatives for the coefficients of P̃hu. Hence if we assume that the
ALE dynamical system is smooth and that the exact solution is smooth, then it follows that higher order
discrete ALE material derivatives of u exists. The boundedness of them follows from Lemma 3.14.

5.3 Error of the full ALE discretizations

We compare the lifted fully discrete numerical solution un
h := (Un

h )
l with the exact solution u(., tn) of the

evolving surface PDE (2.1), where Un
h = ∑N

j=1 α
n
j χj(., tn), where the vectors αn are generated by the R–K

(4.1) or the BDF method (4.17).
Now we state and prove the main results of this article.
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Theorem 5.7 (ALE–ESFEM and R–K) Consider the ALE–ESFEM as space discretization of the para-
bolic problem (2.1) with time discretization by an s-stage implicit R–K method satisfying Assumption
4.1. Let u be a smooth solution of the problem, as in Theorem 5.2 and 5.4, and assume that the initial
value is approximated as

‖u0
h − (Phu)(., 0)‖L2(Γ (0)) ≤ C0h2.

Then there exists h0 > 0 and τ0 > 0, such that for h ≤ h0 and τ ≤ τ0, the following error estimate holds
for tn = nτ ≤ T :

‖un
h − u(., tn)‖L2(Γ (tn)) + h

(
τ

n∑
j=1

‖∇Γ (tj)u
j
h − ∇Γ (tj)u(., tj)‖2

L2(Γ (tj))

) 1
2 ≤ C

(
τ q+1 + h2

)
.

The constant C is independent of h, τ and n, but depends on T and on the solution u.
Assuming that we have more regularity: conditions of Theorem 5.4 are additionally satisfied, then

we have p instead of q + 1.

Theorem 5.8 (ALE–ESFEM and BDF) Consider the ALE–ESFEM as space discretization of the
parabolic problem (2.1) with time discretization by a k-step backward difference formula of order k ≤ 5.
Let u be a smooth solution of the problem (as in Theorem 5.5) and assume that the starting values are
satisfying

max
0≤i≤k−1

‖ui
h − (Phu)(., ti)‖L2(Γ (0)) ≤ C0h2.

Then there exists h0 > 0 and τ0 > 0, such that for h ≤ h0 and τ ≤ τ0, the following error estimate holds
for tn = nτ ≤ T :

‖un
h − u(., tn)‖L2(Γ (tn)) + h

(
τ

n∑
j=1

‖∇Γ (tj)u
j
h − ∇Γ (tj)u(., tj)‖2

L2(Γ (tj))

) 1
2 ≤ C

(
τ k + h2

)
.

The constant C is independent of h, τ and n, but depends on T and on the smooth solution u.

Proof of Theorem 5.7–5.8. The global error is decomposed into two parts:

un
h − u(., tn) =

(
un

h − (Phu)(., tn)
)

+
(
(Phu)(., tn)− u(., tn)

)
,

and the terms are estimated by previous results.
The first term is estimated by a combination of the theorems and lemmas from the previous sections,

in particular the convergence results for R–K or BDF methods: Theorem 5.2, 5.4 or 5.5, respectively,
together with the residual bound Theorem 5.1, and the errors for the Ritz map and for its material
derivatives (Lemma 3.14).

The second part is estimated again by the error estimates for the Ritz map (Lemma 3.14).
The h and τ independency holds, since all our previous results are shown to be independent of these

quantities and therefore this property is preserved. The constant τ0 depends on the ALE velocity (see
Lemma 3.5). �
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6. Numerical experiments

We present numerical experiments for an evolving surface parabolic problem discretized by the original
and the ALE evolving surface finite elements coupled with various time discretizations. The fully discrete
methods were implemented in Matlab and DUNE Dedner et al. (2010), while the initial triangulations
were generated using DistMesh from Persson & Strang (2004).

The ESFEM and the ALE–ESFEM case were integrated by identical codes, except the involvement
of the nonsymmetric B matrix and the evolution of the surface. The ODE system giving the surface
movement (see (6.1) below) was solved by the same time discretization method as the PDE problem
itself (with the same step size), while in one experiment the ALE map is given (see (6.2)).

To illustrate our theoretical results, we choose two problems which were intensively investigated
in the literature before; see Dziuk et al. (2012); Lubich et al. (2013); Elliott & Venkataraman (2015)
and Barreira et al. (2011). Specially for ALE experiments, see Elliott & Styles (2012) and Elliott &
Venkataraman (2015). For all experiments the material velocity equals the normal velocity.
Observed order of convergence: With the aid of the first experiment, we will present experimental order
of convergences (EOCs). We choose a problem which was presented before in, e.g., Dziuk et al. (2012).

Namely, the surface is given by

Γ (t) = {
x ∈ R3

∣∣ a(t)−1x2
1 + x2

2 + x2
3 − 1 = 0

}
,

where a(t) = 1 + 0.25 sin(2π t). The problem is considered over the time interval [0, 1]. The right-hand
side f was computed as to have u(x, t) = e−6tx1x2 as the true solution of the problem (2.1).

The normal velocity is given by the above distance function (cf. Dziuk & Elliott (2007a, Section 2.)).
The ALE velocity is chosen to be

w1(x, t) = 0.25π cos(2π t)

1 + 0.25 sin(2π t)
x1, w2(x, t) = 0, w3(x, t) = 0.

Discretization in space is always done with ALE–ESFEM. Discretization in time is done with BDF
1 and BDF 3. Let (Tk(t))k=1,2,...,n and (τk)k=1,2,...,n be a series of triangulations and time steps. We choose
2hk ≈ hk−1 and for BDF 1 4τk = τk−1 with initial step τ1 = 0.1. For BDF 3 we choose 3

√
4τk = τk−1 with

initial step τ1 = 0.01. By ek we denote the error corresponding to the mesh Tk(t) and stepsize τk . Then
the EOCs are given as

EOCk = ln(ek/ek−1)

ln(2)
, (k = 2, 3, . . . , n).

In Tables 1 and 2, we report on the EOCs, for the ALE–ESFEM with backward Euler method (BDF 1)
and BDF 3, respectively, corresponding to the norm and seminorm

L∞(L2) : max
1≤n≤N

‖un
h − u(., tn)‖L2(Γ (tn)),

L2(H1) :
(
τ

N∑
n=1

‖∇Γ (tn)

(
un

h − u(., tn)
)‖L2(Γ (tn))

)1/2
.

The results for BDF 1 have already independently been reported in Elliott & Venkataraman (2015).
The non-ALE data for the same example can be found in Dziuk et al. (2012) and Mansour (2013).
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Table 1 Errors and EOCs for BDF 1 in the L∞(L2) and
L2(H1) norms for the ALE case

Level dof L∞(L2) EOCs L2(H1) EOCs

1 126 0.02455766 — 0.05203599 —
2 516 0.00753037 1.7053 0.01689990 1.6224
3 2070 0.00201268 1.9036 0.00583376 1.5345
4 8208 0.00051164 1.9759 0.00282697 1.0451
5 32682 0.00012858 1.9923 0.00141542 0.9980

Table 2 Errors and EOCs for BDF 3 in the L∞(L2) and
L2(H1) norms for the ALE case

Level dof L∞(L2) EOCs L2(H1) EOCs

1 126 0.00917003 — 0.02266929 —
2 516 0.00246862 1.8932 0.00977487 1.2136
3 2070 0.00061587 2.0030 0.00442116 1.1447
4 8208 0.00015516 1.9889 0.00210023 1.0739
5 32682 0.00003929 1.9815 0.00098204 1.0967

Comparison of ALE and non-ALE methods: We consider the evolving surface parabolic PDE (2.1) over
the closed surface Γ (t) given by the zero level set of the distance function

d(x, t) := x2
1 + x2

2 + K(t)2G
( x2

3

L(t)2

)
− K(t)2, i.e., Γ (t) := {x ∈ R3

∣∣ d(x, t) = 0}.

Here the functions G, L and K are given as

G(s) = 200s
(

s − 199

200

)
,

L(t) = 1 + 0.2 sin(4π t),

K(t) = 0.1 + 0.05 sin(2π t).

The velocity v is the normal velocity of the surface defined by the differential equation (formulated for
the nodes):

d

dt
aj = Vjnj, where Vj = −∂td(aj, t)

|∇d(aj, t)| , nj = ∇d(aj, t)

|∇d(aj, t)| . (6.1)

The right-hand side f is chosen as to have the function u(x, t) = e−6tx1x2 to be the true solution of (2.1).
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Finally, we give the applied ALE movement (from Elliott & Styles (2012) and Elliott & Venkataraman
(2015)):

(ai(t))1 = (a0(t))1
K(t)

K(0)
, (ai(t))2 = (a0(t))2

K(t)

K(0)
, (ai(t))3 = (a0(t))3

L(t)

L(0)
, (6.2)

hence d(ai(t), t) = 0 for every t ∈ [0, T ], for i = 1, 2, . . . , N .
The discrete surfaces evolved with normal and ALE velocities are shown in Fig. 1, for time t =

0, 0.2, 0.4, 0.6.

Fig. 1. Meshes with 376 nodes. Left: normal movement, with Radau IIA method (s = 3). Right: ALE movement.
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In the following we compare the ALE and non-ALE methods with three spatial refinements and
integrate the evolving surface PDE with various time discretizations, with a time step τ , until T = 0.6.
We set eh( . , t) := uh( . , T)− u( . , T) (T = nτ ), and compute the following norm and seminorm of it

|eh|M := ‖eh( . , T)‖L2(Γ (T)), |eh|A := ‖∇Γ eh( . , T)‖L2(Γ (T)).

The following plots show the above error norms at time T = 0.6 (left M-norm, right A-seminorm) plotted
against the time step size τ (on logarithmic scale) and different error curves are representing different
spatial discretizations.

In the experiments we used three different time discretizations. The convergence in time can be seen
(note the reference line). For sufficiently small time steps τ the spatial error is dominating, in agreement
with the theoretical results. The figures show that the errors in the ALE–ESFEM are significantly smaller
than for the non-ALE case.

Figures 2 and 3 show the errors obtained by the backward Euler method coupled with the two different
spatial discretizations.

The following plots (Figs 4 and 5) show the same norms, but they are made by the five order Radau
IIA method (s = 3) as a time integrator.

The last two figures (Figs 6 and 7) show the results obtained by the three step BDF method.
In the case of BDF methods with non-ALE–ESFEM, for bigger values of τ , the surface itself (but not

the PDE) is evolved with smaller time steps due to difficulties within the time integration of the surface.

Acknowledgements

The authors would like to thank Prof. Christian Lubich for the invaluable discussions on the topic, and
for his encouragement and help during the preparation of this paper. We are grateful to the anonymous
referees for their careful reading of the manuscript and helpful suggestions, which helped us to improve
the quality of the paper.

10
−3

10
−2

10
−1

10
−3

10
−2

10
−1

ESFEM

step size (τ)

er
ro

r 
(M

)

 

 
dof =136
dof =376
dof =1426
dof =5582
dof =22390
slope 1

10
−3

10
−2

10
−1

10
−3

10
−2

10
−1

10
0

ESFEM

step size (τ)

er
ro

r 
(A

)

 

 
dof =136
dof =376
dof =1426
dof =5582
dof =22390
slope 1

Fig. 2. Errors of the ESFEM and the implicit Euler method.
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494 B. KOVÁCS AND C. A. POWER GUERRA

Downloaded from https://academic.oup.com/imajna/article-abstract/38/1/460/3098317
by Universitaet Tuebingen user
on 31 January 2018



Appendix B. Computing arbitrary Lagrangian

Eulerian maps for evolving sur-

faces

69



Computing arbitrary Lagrangian Eulerian maps

for evolving surfaces

Balázs Kovács∗

Abstract

The good mesh quality of a discretized closed evolving surface is often
compromised during time evolution. In recent years this phenomenon has
been theoretically addressed in a few ways, one of them uses arbitrary
Lagrangian Eulerian (ALE) maps. However, the numerical computation
of such maps still remained an unsolved problem in the literature. An ap-
proach, using differential algebraic problems, is proposed here to numer-
ically compute an arbitrary Lagrangian Eulerian map, which preserves
the mesh properties over time. The ALE velocity is obtained by find-
ing an equilibrium of a simple spring system, based on the connectivity
of the nodes in the mesh. We also consider the algorithmic question of
constructing acute surface meshes. We present various numerical experi-
ments illustrating the good properties of the obtained meshes and the low
computational cost of the proposed approach.
Keywords: arbitrary Lagrangian Eulerian map, evolving surfaces, evolving
surface PDE, evolving surface finite elements
AMS: 65M50, 34A09, 35R01

1 Introduction

Partial differential equations on evolving surfaces with a given velocity v have
been discretized using a huge variety of methods. Probably one of the most
popular is the evolving surface finite element method developed by Dziuk and
Elliott in [DE07].

As it was pointed out by Dziuk and Elliott early on, in Section 7.2 of [DE07]:
”A drawback of our method is the possibility of degenerating grids. The pre-
scribed velocity may lead to the effect, that the triangulation Γh(t) is distorted”.
The same issue occurs for problems in moving domains.

In recent years this problem has been theoretically addressed in a few ways:

• Spatial discretizations using arbitrary Lagrangian Eulerian (ALE) maps
for moving domains have been studied many times in the literature, see
for instance [FN99, FN04] and [BKN13b, BKN13a], and the references
therein.

• The ALE version of the evolving surface finite element method has been
proposed by Elliott and Styles in [ES12], where a better triangulation is

∗e-mail: kovacs@na.uni-tuebingen.de, Address: Mathematisches Institut, Universität
Tübingen, Auf der Morgenstelle 10, 72076 Tübingen, Germany
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obtained using an ALE map, i.e., allowing the nodes of the mesh to evolve
with a velocity having an additional tangential component compared to
the (pure normal) surface velocity.

• Elliott and Fritz [EF16a, EF16b] constructed meshes with very good prop-
erties using the quite technical DeTurck trick.

We propose here to compute an arbitrary Lagrangian Eulerian map for closed
evolving surfaces, with a focus on evolving surface finite elements, by integrating
a differential algebraic equation (DAE) system for the nodes. We use a not nec-
essarily tangential ALE velocity to achieve good mesh quality, while enforcing
the points to stay on the surface.

To our knowledge there is no such ALE algorithm for evolving surfaces avail-
able in the literature, in contrast with the many papers on the theory of numer-
ical methods involving ALE maps for both closed evolving surfaces and moving
domains.

Many experiments with evolving surface finite elements have been presented
in the above references, especially see [ES12, EV15, KPG17], where smaller
discretization errors have been obtained by solving evolving surface problems
on ALE meshes. The ALE maps used in these experiments were unrealistic,
obtained analytically from an a priori knowledge on the surface and its evolution,
using deep understanding and structure of the signed distance function (which
defines the surface). No general ideas on the computation of ALE maps for
evolving surfaces have been proposed in these papers. Numerical analysis of
the ALE evolving surface finite element method has been studied in [EV15] and
[KPG17].

Standard mesh generation algorithms (see e.g. [FG00, TWM85], and the
references therein) could be used in each timestep to generate a mesh of good
quality. This would require to compute a map – between the old and the new
mesh – after each remeshing process. From a theoretical point of view this
seems a minor issue, however from the implementation side this is undesirable,
since in most cases this is a nontrivial and costly task, and hence, should be
avoided. The same is true for non-ALE methods, since there it is usual that
nodes disappear and/or new nodes are added to the mesh (see, e.g., [EF16a,
Figure 14]).

In the present paper we propose a general algorithm to compute a suitable
ALE map, without any a priori knowledge, for meshes of closed evolving surfaces.

The approach is based on the following idea: Usually, the surface evolution is
given by an ODE system with a surface velocity. We use an additional tangential
velocity for a possibly degenerated mesh to improve grid quality. In general
such tangential velocities are not straightforward to construct, therefore we use
a not necessarily tangential ALE velocity and introduce a constraint to keep
the nodes on the surface. Altogether this is finally formulated as a DAE system
for the nodes. The ALE velocity is based on a spring system, where the nodes
are connected along the edges by springs. Then the algorithm approximates
the equilibrium point of this spring system. The numerical solution of the
DAE system gives the new mesh. We use implicit Runge–Kutta methods (in
particular Radau IIA methods), and a more efficient splitting method, combined
with explicit Runge–Kutta methods, to integrate the system in time.
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The computation of the arbitrary Lagrangian Eulerian mesh here is free of
any a priori knowledge in the following sense: the algorithm uses the distance
function at each time, but it does not use its structure or any other special
properties of it, unlike the ALE maps from the literature.

This approach for closed evolving surfaces can be used as a tool in the
computation of ALE meshes for moving domains: In [FN99, Section 2.4] arbi-
trary Lagrangian Eulerian maps for moving domains are obtained by solving a
parabolic problem, or the corresponding stationary problem, while in [FLM95]
an elastodynamic equation system is used for the same purpose. However, for
these approaches the evolution of the boundary still needs to be known a pri-
ori. The problem of numerically finding such a boundary evolution has not
been solved in these papers. In fact, to determine such a boundary evolution is
equivalent to finding an ALE map for a lower dimensional closed surface, which
is the same problem as we consider in this paper. Hence, the algorithm pro-
posed here can also serve as a tool to compute boundary evolutions, which can
be used together with the well understood classical ALE methods for moving
domains, for instance the ones proposed in [FLM95, FN99].

We give some further details on possible extensions of the proposed algo-
rithm: to handle other mesh properties (e.g., acuteness), an adaptive version,
and a local version as well.

We present various numerical experiments illustrating the validity of the
differential algebraic model, and also the performance of the proposed algorithm
compared to the ALE maps given in the literature. We also report on errors
and computational times in the case of evolving surface PDEs.

2 Evolving surfaces, ALE maps and PDEs

As our main motivation lies in the numerical solution of parabolic PDEs on
evolving surfaces we shortly recap the setting of [DE07]. We will also use this
setting as an illustrative background to the proposed algorithm.

Let Γ(t) ⊂ Rm+1, 0 ≤ t ≤ T , be a smooth evolving closed hypersurface.
Further, let the evolution of the surface be given by the smooth velocity v,
usually assumed to be normal. Let ∂•u = ∂t u + v · ∇u denote the material
derivative of u, the tangential gradient is denoted by ∇Γ and given by ∇Γu =
∇u − ∇u · νν, with unit outward normal ν. We denote by ∆Γ = ∇Γ · ∇Γ the
Laplace–Beltrami operator.

We consider the following linear evolving surface PDE:

∂•u+ u∇Γ(t) · v −∆Γ(t) u = f on Γ(t),

u(·, 0) = u0 on Γ(0).
(1)

Basic and detailed references on evolving surface PDEs and on the evolving sur-
face finite element method (ESFEM) are [DE07, DE13a, DE13b] and [Man13].
The ALE version of the evolving surface finite element method has been pro-
posed in the paper [ES12], which also contains a detailed description and many
experiments. While numerical analysis of full discretizations can be found in
[EV15] and [KPG17], the former is more concerned about spatial discretiza-
tions and BDF methods of order 1 and 2, while the latter is more focused on
high-order BDF and Runge–Kutta time discretizations.
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It is important to note that we aim at the numerical solution of the PDE (1)
using the evolving surface finite element method developed by Dziuk and Elliott
[DE07], the surface is discretized using a triangular mesh. The description of
representation of evolving surfaces and that of discrete surfaces can be found in
the following subsections.

2.1 Surface representations

Evolving surfaces are usually described in two ways, which have different ad-
vantages, hence we will use both of them for various purposes.

Distance function representation. Based on a signed distance function
the evolving m-dimensional closed surface Γ(t) ⊂ Rm+1 is given by

Γ(t) = {x ∈ Rm+1 | d(x, t) = 0},

with a function d : Rm+1× [0, T ]→ R (whose regularity depends on the smooth-
ness of the surface), cf. [Dzi88, DE07].

Diffeomorphic parametrization. The surface can also be described by a
diffeomorphic parametrization, cf. [KLLP17] and [DE07].

We consider the evolving m-dimensional closed surface Γ(t) ⊂ Rm+1 as the
image

Γ(t) = {X(p, t) | p ∈ Γ(0)}
of a sufficiently regular vector-valued function X : Γ(0)× [0, T ]→ Rm+1, where
Γ(0) = Γ0 is the smooth closed initial surface, and X(p, 0) = p. It is convenient
to think of X(p, t) as the position at time t of a moving particle with label p,
and of Γ(t) as a collection of such particles. The parametrisation also satisfies
the ODE system, for a point p ∈ Γ(0),

∂tX(p, t) = v(X(p, t), t), (2)

where v(·, t) ∈ Rm+1 is the velocity of the surface (using the distance function
given by v = V ν with ν = ∇d/|∇d| and V = −∂td/|∇d|). Note that for a
known velocity field v, the position X(p, t) at time t of the particle with label p
is usually obtained by solving the ordinary differential equation (2) from 0 to t
for a fixed p.

We assume that the surface does not develop topological changes due to
the evolution. This assumption seems to be restrictive, yet reasonable. Since,
the evolving surface finite element setting is in the focus, which already cannot
handle such topological changes, cf. [DE07].

2.2 Surface approximation

The smooth initial surface Γ(0) is approximated by a triangulated surface Γh(0),
i.e., an admissible family of triangulations Th(0) of maximal element diameter h;
see [DE07] for the notion of an admissible triangulation, which includes quasi-
uniformity. Let xj(0), (j = 1, 2, . . . , N) denote the nodes of Γh(0) lying on the
initial smooth surface Γ(0). The nodes will be evolved in time with the given
normal velocity v, by solving the ODE

d

dt
xj(t) = v(xj(t), t) (j = 1, 2, . . . , N), (3)
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which is simply (2) for the nodes (xj). Obviously, the nodes remain on the
surface Γ(t) for all times, i.e., d(xj(t), t) = 0 for j = 1, 2, . . . , N and for all
t ∈ [0, T ].

Therefore, the smooth surface Γ(t) is also approximated by a discrete surface
Γh(t), whose elements also form a triangulation Th(t). We have

Γh(t) =
⋃

E(t)∈Th(t)

E(t).

The assumption on quasi-uniformity over time, i.e., there is a fixed c > 0
(independent of t) such that for any triangle E(t) ∈ Th(t) the radius of the
inscribed circle σE(t) satisfies

hE(t)

σE(t)
≤ c,

for all t ∈ [0, T ], is generally not always satisfied during time evolution.
As an example to degenerating surface evolution, from [ES12], we evolved

a surface using the ODE (3). As observed in Figure 1: however the initial
mesh (left) is quasi-uniform and the surface evolution is also not complicated,
the meshes at later times (middle and right) do not preserve the good mesh
qualities. Both quite bad surface resolution and unnecessarily fine elements
occur.

Figure 1: Normal evolution of a closed surface at time t = 0, 0.2, 0.6; see also in
[ES12]

3 Computing ALE maps as general constrained
problems

We now propose an approach which will be used to determine a suitable ALE
map for evolving surfaces, to maintain mesh quality during the surface evolution.
In fact, we directly compute the new positions of the nodes.

We consider another parametrization of Γ(t), with good mesh properties,
and which is different from X in (2), called an arbitrary Lagrangian Eulerian
map. The corresponding ODE system is

∂tX(p, t) = v(X(p, t), t) + w(X(p, t), t), (4)

with the pure tangential velocity w.
For evolving surface problems the surface velocity v is usually assumed to

be known. However, such pure tangential ALE velocities are not given, and
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also not easy to obtain, in general. Therefore, we allow velocities (still denoted
by) w which improve mesh quality, but have small non-tangential components,
hence may lead points away from the surface. To compensate this, a constraint
is introduced in order to keep the smooth surface Γ(t) unaltered. Therefore,
the set of ODEs (4) is modified into the following differential algebraic equation
(DAE) system (of index 2) with Lagrange multiplier λ, for p ∈ Γ(0),

∂tX(p, t) = v(X(p, t), t) + w(X;X(p, t), t)−D(X(p, t))Tλ(p, t),

d(X(p, t), t) = 0,
(5)

where D(X) = ∂ d(·, t)/∂X. The first argument X in w indicates that the
additional velocity may (and usually does) depend on the whole surface. As it
causes no confusion we will drop this argument later on.

The analogous differential algebraic equation system for the nodes of the
surface approximation mesh Γh(t), which are collected into the vector x(t) =
(xj(t))

N
j=1, and with Lagrange multiplier λ(t) ∈ RN , reads as

d

dt
x(t) = v(x(t), t) + w(x(t), t)−D(x(t))Tλ(t),

d(x(t), t) = 0,
(6)

with initial value x(0) = (xj(0))Nj=1. The constraint d(x(t), t) = 0 is meant
pointwise, i.e., as d(xj(t), t) = 0 for j = 1, 2, . . . , N , while the matrix D(x) =
∂ d(·, t)/ ∂ x. Concerning notation: we will apply the convention to use boldface
letters to denote vectors in R3N or RN collecting nodal values of discretized
variables.

Naturally, the DAE system is independent of the choice of the ALE velocity
w, if there is some (physical, biological or modeling) knowledge on the gen-
eral type of the surface evolution a user can propose a suitable ALE velocity
accordingly.

In the next sections we will propose a very intuitive way to define the ALE
velocity w, and we will also discuss numerical methods for the solution of the
DAE system.

3.1 A spring system based arbitrary ALE velocity

We use here a simple idea to determine the velocity w: let us assume that the
nodes of the mesh are connected by springs following the edges of the elements,
i.e., the topology of the spring system is determined by the triangulation Γh(t).

This system defines a force function F , which we use to define the ALE
velocity by setting

w(x, t) = kF (x), with a spring constant k chosen later. (7)

The force function F is computed based on the connectivity (described by the
elements), and by the forces over the edges based on a length function `p (the
desired length of springs). The net force Fj(x) at a node xj is given by, for
j = 1, 2, . . . , N ,

Fj(x) =
∑

e∈{(xj ,·)}
f(e), (8)
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where the set {(xj , ·)} collects all the edges e = (xj , (xj)
e) having xj as one of

their nodes, while (xj)
e simply denotes the other node across the edge e, see

Figure 2. Then f(e) is the force along the edge e, given by

f(e) =
(
`p(e)− |e|

)
νe, with unit vector νe =

xj − (xj)
e

‖xj − (xj)e‖
,

and current length |e|.

(xj)
e

e xj

{(xj , ·)}

νe

Figure 2: A typical node xj on an edge e, the set of edges {(xj , ·)}, etc. used to
define Fj(x)

We propose to use the following length function, which cuts off the extremely
small and large edge lengths, therefore leading to equidistribution:

`p(e) =





pme + (1− p)Me, if |e| ≥ pme + (1− p)Me,

(1− p)me + pMe, if |e| ≤ (1− p)me + pMe,

|e|, otherwise,

where (me = min
e
|e|, Me = max

e
|e|, p ∈ (0, 1/2)).

(9)
Other length functions can also be used, for instance the Ck version of `p

(i.e. smoothed cutoff), or more complicated functions, such as the analogue of `p
with more steps. Force functions based on inverse edge length are also possible
to use.

The same force function (8) has been used by Strang and Persson in DistMesh
[PS04]. However, constrained systems are not appearing there, and our length
function has significant differences compared to the one used in DistMesh. They
have not used their approach to compute ALE maps. In particular compared
to DistMesh, we do not add or delete nodes (which is essential in DistMesh for
the meshing), furthermore we compute the ideal spring length in a different way
(DistMesh having a rule which fits better with the possibility to delete nodes
and also with the startup of their process).

As Strang and Persson encourage their users to ”[...] modify the code ac-
cording to their needs”, we indeed adapt DistMesh to suit our purposes: the
force function is computed using their modified code.

3.2 The DAE system

By plugging in the velocity rule (7) into the DAE system (6) we obtain

d

dt
x(t) = v(x(t), t) + kF (x(t))−D(x(t))Tλ(t),

d(x(t), t) = 0.
(10)
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with the spring constant k, which has to be chosen by the user based on the
problem at hand. The numerical approximation of this system immediately
gives the position of the nodes under the ALE map.

In the following we will propose some numerical methods for the time inte-
gration.

3.2.1 Runge–Kutta solution of the DAE system

For a given stepsize τ > 0, an s-stage implicit Runge–Kutta method, see [HW96,
Section VII.4], applied to the DAE system (10) determines solution approxima-
tions xn+1 and approximations to the Lagrange multiplier λn+1, as well as the
internal stages Xni,Λni by the equations

Xni = xn + τ
s∑

j=1

aijF(Xnj ,Λnj), i = 1, 2, . . . , s, (11)

Λni = λn + τ
s∑

j=1

aij`nj , i = 1, 2, . . . , s, (12)

xn+1 = xn + τ
s∑

i=1

biF(Xnj ,Λnj), and λn+1 = λn + τ
s∑

i=1

bi`nj , (13)

where, for i = 1, 2, . . . , s,

F(Xni,Λni) = v(Xni, tni) + kF (Xni)−D(Xni)
TΛni, (14)

and d(Xni, tni) = 0. (15)

First the system (11), (14), (15) is solved, using a simplified Newton iteration,
then one can compute `nj from (12), and finally obtain xn+1, λn+1 from (13).

The method is determined by its Butcher-tableau, i.e., the coefficient matrix
Oι = (aij)

s
i,j=1 and its vector of weights b = (bi)

s
i=1, and ci =

∑s
j=1 aij (i =

1, 2, . . . , s).
In the following we will use the Radau IIA methods, which are s-stage

Runge–Kutta methods of classical order 2s− 1. More details on index 2 DAEs
in general, as well as on their Runge–Kutta approximations can be found in
[HLR06], or [HW96, Chapter VII.].

3.2.2 Splitting methods for the constrained system

We propose to solve the DAE (10) using a splitting method, in order to decrease
computational time. This is supported by making the following observations:
The implicit Runge–Kutta solution of the DAE system is usually expensive.
The normal movement is a pointwise nonstiff ODE system, without constraint
(if integrated exactly), hence usually can be solved very cheaply. Also there
are some examples where the normal velocity is not explicitly given, the surface
evolution is defined by a direct mapping of a reference surface, i.e., we cannot
use the system (10), see for example the surface [DKM13, Test Problem 2],
[LMV13, equation (6.1)].

The most straightforward way is to split the differential algebraic problem
(10) in a way that one of the subproblems is the original ODE system (3). The
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main benefit is that this subproblem automatically satisfies the constraint up
to a small error.

The Lie splitted DAE system, over the time interval [tn, tn+1], reads as





d

dt
xv(t) = v(xv(t), t),

xv(tn) = x(tn),





d

dt
xw(t) = kF (xw(t))−D(xw(t))Tλ(t),

d(xw(t), tn+1) = 0,

xw(tn) = xv(tn+1),
(16)

and finally, setting x(tn+1) = xw(tn+1), and where F is a function is de-
fined in (8), while the constraint is still meant coordinatewise and D(x) =
∂ d(·, tn+1)/ ∂ x. In fact, this order of subproblems allows us to drop the con-
straint from the v-system, as the second system will eliminate the small errors
mentioned above.

In order to decrease computational time, we solve the v-system using the
explicit Euler method. We do not require a high-order method here, as the
mesh quality depends only on the second step. For the time integration of the
w-system we use the classical 4-stage Runge–Kutta method and then projecting
back to the surface. Due to the stiffness of the problem, it is approximated
through several substeps over interval [tn, tn+1]. We choose this method, since
being explicit, it is very cheap, having only four right-hand side evaluations per
step, but still have high-order.

We make some general remarks on the methods described above.

Remark 3.1. If a parabolic PDE is numerically solved on the discrete surface
Γh(tn) then the matrices are assembled on the improved mesh, using the ALE
scheme, cf. [EV15, (4.3) and (4.4)] or [KPG17, (3.5) and (3.6)]. The tangential
vector appearing in the formulas for ALE ESFEM can be computed from the
obtained nodes and from the normal velocity.

The algorithm clearly uses the surface velocity v in the exact same way as for
the purely Lagrangian ESFEM algorithms: only to evolve the surface. However,
the distance function is used as the constraint (being an inexpensive pointwise
operation), which is avoided by the standard ESFEM method.

It is usual to use the same time discretization method for the surface evolu-
tion as for the time integration of the parabolic PDE on the surface. This time
discretization scheme could be also used to solve the DAE or the splitted system.

Remark 3.2. Higher order splitting methods, or splittings where the order of
subproblems is reversed would not improve the mesh quality. Since, the mesh
quality only depends on the sufficiently good numerical solution of w-system,
while the v-system takes care of the surface evolution. For example, a reversed
Lie splitting would first construct a good mesh, then evolve it over time in the
normal direction, which can still lead to mesh distortions.

4 Possible extensions

We now briefly describe some further extensions to the above approach. They
are rather straightforward to implement, except the one using an approximative
distance function (such approximative distance functions are studied, e.g., in
[Cha07, HDD+] and the references therein). However, thoroughly comparing
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and reporting on these extensions would expand the paper enormously, therefore
we will here restrict our numerical experiments to the case described above.

4.1 Construction of acute or nonobtuse surface meshes

In a couple of recent works discrete maximum principles (DMPs) and invariant
regions have been studied for surface PDEs discretized by surface finite ele-
ments, see [FMSV16, FMSV17] and [KKK17]. It is well known that acute or
nonobtuse meshes are required for DMPs even for flat domains, and also for tri-
angulated surface meshes. In general the meshes generated by usual algorithms
(for instance DistMesh [PS04], the grid generators of DUNE [BBD+16], etc.)
do not necessarily satisfy these angle conditions.

The force function proposed here can be modified in such a way that the
resulting mesh is acute or nonobtuse during evolution. In practice, the function
F should be obtained not only based on the length function (9), but also on an
angle function, which does not allow angles approaching a prescribed tolerance
αTOL given by the user. This can be viewed as three cords added to a triangle
at each angle, which does not allow the angles to expand above the specified
angle αTOL.

4.2 Approximating the distance function

The usage of the distance function could also be completely avoided in the
splitting scheme. By using a modified distance function d̃(·, tn+1), which is an
approximation of d(·, tn+1) based on the nodes obtained from the v-system.
Such an approximation can be obtained by a suitable interpolation process over
the nodes xv(tn+1). For instance by a spline interpolation over the nodes, this
problem appears to be well studied in the computer science literature, see for
example [HDD+, Cha07] and the references therein.

This approach can be useful also in cases where the surface evolution is
coupled to the problem on the surface, such as [Dzi90], or [KLLP17].

We note here that in the case of such a modified algorithm the nodes x(tn+1)
no longer stay on the exact surface for all times. Therefore, the spatial con-
vergence results of [EV15, KPG17] do not hold. However, in order to show
convergence results the approach of [KLLP17] – using three surfaces: the exact
surface, its interpolation and the discrete surface – can be used in this case.

4.3 Adaptivity

A cheap adaptive method can be obtained by using some mesh quality test dur-
ing the time integration of the autonomous w-system of the splitting approach.
In this case the following algorithm could be realized – assuming a fast imple-
mentation of the mesh quality tester. First test the mesh quality, if it is good
accept it; else perform a timestep solving the w-system in (16), and then repeat.
In such a case the numerical solution of the DAE system is avoided for already
good meshes, whereas the computational overhead due to the mesh quality test
is negligable.

Later on we will give some possible mesh quality measures, but it can be
anything suitable specified by the user, cf. [Knu01, Fie00].
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4.4 A local version of the constrained problem

To further decrease computational cost of the Runge–Kutta or the splitting
method one may use an ALE map only locally. Since in most cases the evolution
of the discrete surface distorts the mesh only locally, one could integrate the
constrained system only on those patches which consist of ill shaped triangles,
(e.g., those with too small or large angles), and additionally a few layers of
neighbouring elements. The rest of the nodes are only evolved by the surface
velocity.

5 Numerical experiments

5.1 ALE map tests

Now we will present some numerical experiments validating the choice of the
ALE velocity (7) based on the spring system, and also illustrating the good
qualities of the DAE model (10). We also compared the Runge–Kutta and the
splitting approach to the pure normal evolution of the surface and also to the
ALE maps given in the literature. These examples have been used many times
previously, see for instance [ES12, EV15, KPG17] and the references therein.
Through these ALE maps, which we call literature ALE maps, it will be also
clarified further what was meant under a priori knowledge in the introduction.

5.1.1 A dumbbell-shaped surface [ES12]

Let the closed surface Γ(t) be given by the zero level set of the distance function

d(x, t) = x2
1+x2

2+K(t)2G
( x2

3

L(t)2

)
−K(t)2, i.e., Γ(t) = {x ∈ R3

∣∣ d(x, t) = 0}.
(17)

Here the functions G, L and K are given by

G(s) = 200s
(
s− 199

200

)
,

L(t) = 1 + 0.2 sin(4πt),

K(t) = 0.1 + 0.05 sin(2πt).

The normal velocity v describes the surface evolution at the nodes by the ODEs:

d

dt
xj(t) = v(xj(t), t) (18)

for j = 1, 2, . . . , N . The surface velocity v in xj(t) is given by

v(xj(t), t) = Vjνj , where Vj =
− ∂t d(xj(t), t)

|∇d(xj(t), t)|
, νj =

∇d(xj(t), t)

|∇d(xj(t), t)|
. (19)

Finally, the literature ALE map is given by

(xi(t))1 = (xi(0))1
K(t)

K(0)
, (xi(t))2 = (xi(0))2

K(t)

K(0)
, (xi(t))3 = (xi(0))3

L(t)

L(0)
,

(20)
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for every t ∈ [0, T ] and for i = 1, 2, . . . , N , as suggested in [ES12]. This map
clearly uses a priori knowledge on the structure of the distance function (17).

To illustrate the good qualities of the DAE model (10) we evolve the surface
(17) with all four methods. In Figure 3 we can observe the evolutions of the
discrete initial surface Γh(0) over [0, 0.6]. It can be nicely observed that the
quality of meshes obtained by both DAE approaches are very similar, however
the splitting approach is much faster.

Firstly, plotted on the left-hand side, the purely normal surface evolution
obtained by solving the ODE system (18). We have used here the explicit Euler
method, with step size τ = 0.001. Although, this method is clearly not the best
choice, we used it in order to illustrate the performance of the proposed ALE
algorithms.

Secondly, plotted second from the left, the ALE map (20) proposed in the
literature, cf. [ES12], based on the structure of the distance function (17).

Thirdly, plotted third from the left, the Runge–Kutta solution of the DAE
system (10), using the Radau IIA method with s = 3 stages, with a stepsize
τ = 0.001, and k = 500, p = 0.4 in (9).

Finally, plotted on the right-hand side, the ALE map obtained by the split-
ting method. The evolution and the ALE map is computed exactly as described
in Section 3.2.2. The v-system is solved by the explicit Euler method, with
τ = 0.01, while the w-system is solved using the classical Runge–Kutta method
of order four with 25 substeps, and again p = 0.4

It can be nicely observed visually that both ALE approaches provide meshes
of similar quality as the literature ALE map.
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Figure 3: Surface evolution of (17) using pure normal movement (18) (first
from left); literature ALE map (20) (second); Runge–Kutta ALE map (third);
splitting ALE map (fourth), times t = 0, 0.2, 0.4, 0.6 (from top to bottom).
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Figure 4: Mesh quality measures plotted against time

In Figure 4 we plotted the evolution of four mesh quality measures (cf. [Fie00])
for all four surface evolutions (described above) against time.

In the top left the maximal ratio of element size and the radius of the in-
scribed circle,

r(t) = max
E(t)∈Th(t)

hE(t)

σE(t)

can be observed, where hE is the maximal edge length and σE is the radius of
the inscribed circle of a triangle E ∈ Th(t). The same mesh quality measure
is also used in [EF16a]. The plots on the right-hand side show minimum and
maximum angles (αmin(t) and αmax(t), top and bottom, respectively) of the
mesh, i.e.

αmin(t) = min
E∈Th(t)

minαE , and αmax(t) = max
E∈Th(t)

maxαE ,

where αE contains the three angles of the triangle E ∈ Th(t). Finally, the
bottom left plot shows the maximal skewness (also called equiangular skew)
s(t) = maxE(t)∈Th(t) sE(t), where sE is the skewness of a triangle E ∈ Th(t), and
it is defined as

sE = max
{maxαE − 60◦

120◦
,

60◦ −minαE
60◦

}
∈ [0, 1].

The skewness (or equiangular skew) measures how irregular the triangle E is,
see [ANS]. For example, for a regular triangle sE = 0 and for highly irregular
ones sE tends to one. Usually, a mesh is considered good with skewness less
than 0.5, while non-acceptable if its skewness exceeds 0.8.
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In Figure 4 it can be clearly observed that all three ALE maps (literature
and DAE solved by Runge–Kutta or splitting method) provide significantly
better meshes as the purely normal evolution. Also, both ALE maps from the
numerical solutions of the DAE system provide slightly better meshes then the
one suggested in the literature.

5.1.2 Surface with four holes [EV15]

Let the closed surface Γ(t) be given by the zero level set of the distance function

d(x, t) =
x2

1

K(t)2
+G(x2

2)+K(t)2G
( x2

3

L(t)2

)
−1, i.e., Γ(t) = {x ∈ R3

∣∣ d(x, t) = 0}.
(21)

Here the functions G, L and K are given by

G(s) = 31.25s(s− 0.36)(s− 0.95),

L(t) = 1 + 0.3 sin(4πt),

K(t) = 0.1 + 0.01 sin(2πt).

The normal velocity v describes the surface evolution at the nodes by the ODEs:

d

dt
xj(t) = v(xj(t), t), (22)

for j = 1, 2, . . . , N , where the surface velocity at xj(t) is again given by the
formula (19).

Finally, the ALE map from the literature is given by

(xi(t))1 = (xi(0))1
K(t)

K(0)
, (xi(t))2 = (xi(0))2, (xi(t))3 = (xi(0))3

L(t)

L(0)
,

(23)
for every t ∈ [0, T ] and for i = 1, 2, . . . , N , as suggested in [EV15].

In Figure 5, the surface Γ(0) (cf. (21)) is evolved over [0, 1] again by all
four methods, exactly as for Figure 3. Again, the poor meshes of the normal
movement can be nicely observed (collapsing triangles with almost zero angles),
in contrast with the quasi-regular meshes obtained by the ALE maps.
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Figure 5: Surface evolution of (21) using pure normal movement (22) (first from
left); literature ALE map (23) (second); Runge–Kutta ALE map (third); split-
ting ALE map (fourth); at times t = 0, 0.2, 0.4, 0.6, 0.8, 1 (from top to bottom).
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Figure 6: Mesh quality measures plotted against time

Similarly, the mesh quality measures are plotted in Figure 6. All three ALE
methods provide much better meshes than the normal evolution, while they still
yield meshes of similar quality.

5.2 Error behaviour of evolving surface parabolic PDEs

We tested the performance of the spring ALE algorithm by using it in the
numerical solution of an evolving surface PDE. As a well studied example, we
carried out the same experiments over the evolving surface of Section 5.1.1,
which have been also used in [ES12, EV15, KPG17].

The evolving surface PDE (1) is discretized using ALE ESFEM, described
in detail in [EV15, KPG17]. The inhomogeneity f is chosen such that the true
solution is known: u(x, t) = e−6tx1x2.

5.2.1 Discretization errors

The errors of the obtained lifted numerical solution is calculated in the following
norms at time T = Nτ = 1:

‖u(·, Nτ)− uNh ‖L2(Γ(Nτ)) and ‖∇Γ(u(·, Nτ)− uNh )‖L2(Γ(Nτ)).

The logarithmic plots, in Figure 7, show the usual convergence plots: the two
errors against time step size τ .

Figure 7 only serves as an illustration that the meshes from the literature
ALE map and from the DAE system yield errors of the same magnitude. More
spatial refinements would obfuscate the readability of the plots. For more de-
tailed convergence tests we refer to [EV15, KPG17].
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Figure 7: L2 and H1 norms of the errors for different spatial refinements plotted
against the stepsize for the normal movement, literature and splitting ALE maps
(light grey, grey and black, respectively) at time T = 1

Figure 7 shows the errors for all three methods concerning the evolution of
the surface (normal evolution, literature ALE and splitting ALE). On the left
we show the errors in the L2 norm, while on the right in the H1 norm. Different
shades correspond to different ALE maps (light grey, grey and black, respec-
tively), while the lines with different markers are corresponding to different mesh
refinements.

As usual we can observe two regions in Figure 7: A region where the time
discretization error dominates, matching to the convergence rates of the theo-
retical results for the backward Euler method (order 1, not the reference line).
In the other region, with smaller stepsizes, the spatial discretization error is
dominating (the error curves are flatting out).

5.2.2 Computation times

In Figure 8 we also compare the computational times for the pure normal move-
ment and splitting ALE approach (light grey and black in the figure). In
Figure 8 the errors at time T = 1 (both in the L2 and H1 norms, left and
right, respectively) are plotted against the CPU times for different spatial re-
finements (denoted by different markers: �, ◦, ×) and different stepsizes (which
are τ = 0.05, 0.025, 0.01, 0.005, 0.0025, 0.001, corresponding to the markers).
The CPU times include all computations: normal evolution of the surface, sur-
face matrix assemblies, solution of the linear system, and also the computation
of the ALE mesh in the ALE case. A computational trade-off can be clearly
observed, (see, for instance the two rightmost lines in each plot), that the same
errors can be achieved by the ALE method on a much coarser mesh (having
only quarter as many nodes as the non-ALE mesh), at a computational cost
reduction of factor 10. Again, in the region with smaller stepsizes, the spatial
discretization error is dominating (hence the curves are flatting out).
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Figure 8: L2 and H1 norms of the errors for different spatial refinements and
time stepsizes plotted against the CPU times (in seconds) for the normal move-
ment and splitting ALE map (light grey and black, respectively)

5.3 Meshes with angle conditions

We also report on a somewhat simplified version of the force function proposed
in Section 4.1 in order to construct acute or nonobtuse meshes.

We consider here a stationary example of a torus. We constructed a trian-
gulation using DistMesh [PS04], seen left in Figure 9, which is not acute, the
largest angle of the mesh is above 100◦ (see the first entry in rightmost graph
in Figure 9).

As the surface is stationary here, we have the modified DAE system

d

dt
x(t) = kF (x(t)) + kαFα(x(t))−D(x(t))Tλ(t),

d(x(t), t) = 0,

with an additional force function Fα, which is used to eliminate non-acute an-
gles. It is defined analogously as the function F , but using a length function
fα(e) based on the angle αe opposite to the edge e, instead of the formula in
(9). If the angle αe is larger than a user given tolerance, the desired length of e
is set to a value based on the law of cosines. As the important force is now Fα
we set its spring constant kα = 4k. The original force function F (with p = 0.1
in (9)) is only kept for smoothing reasons. We note here, that these parameters
are not claimed to be used universally.

The numerical solution of the above DAE system yields meshes with favourable
angle properties. We set here the angle tolerance to 85◦ and integrate the sys-
tem over 25 steps. The maximum angle in each time step can be seen on the
right in Figure 9, it can be observed that the angles quickly drop around the
desired value, while the finally obtained acute mesh can be seen in the middle
of Figure 9.

6 Conclusion

An efficient algorithm has been proposed to compute arbitrary Lagrangian Eu-
lerian maps for closed evolving surfaces, without any a priori knowledge on the
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Figure 9: Acute triangulation of a torus

surface evolution. To the knowledge of the author, such an algorithm was not
presented before in the literature.

The algorithm is based on the fast solution of the a constrained (DAE) sys-
tem, which obtains a tangential velocity based a spring analogy (which equidis-
tributes the grid points). Both the quality of the evolved meshes and the effi-
ciency of the algorithm is demonstrated on various numerical experiments chosen
from the literature.

Various generalisations of the proposed method is discussed. Among them,
an algorithm of ALE maps with angle conditions is also described in detail and
illustrated as well. Such methods are of interest for qualitative results, such as
discrete maximum principles [FMSV16, FMSV17, KKK17].
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High-order spatial discretizations and full discretizations of parabolic partial differential equations on
evolving surfaces are studied. We prove convergence of the high-order evolving surface finite element
method by showing high-order versions of geometric approximation errors and perturbation error estimates
and by the careful error analysis of a modified Ritz map. Furthermore, convergence of full discretizations
using backward difference formulae and implicit Runge–Kutta methods are also shown.

Keywords: parabolic problems; evolving surfaces; high-order ESFEM; Ritz map; convergence; BDF and
Runge–Kutta methods.

1. Introduction

Numerical methods for partial differential equations (PDEs) on stationary and evolving surfaces and for
coupled bulk–surface PDEs have been under intensive research in recent years. Surface finite element
methods are all based on the fundamental article of Dziuk (1988), further developed for evolving surface
parabolic problems by Dziuk & Elliott (2007, 2013b).

High-order versions of various finite element methods for problems on a stationary surface have
received attention in a number of publications previously. We give a brief overview of this literature
here:

• The surface finite element method of Dziuk (1988) was extended to higher-order finite elements on
stationary surfaces by Demlow (2009). Some further important results for higher-order surface finite
elements were shown by Elliott & Ranner (2013).

• Discontinuous Galerkin methods for elliptic surface problems were analysed by Dedner et al. (2013)
and then extended to high-order discontinuous Galerkin methods in Antonietti et al. (2015).

• Recently, unfitted (also called trace or cut) finite element methods have been investigated intensively
(see, e.g., Olshanskii et al., 2009; Burman et al., 2015; Reusken, 2015). A higher-order version of
the trace finite element method was analysed by Grande & Reusken (2014).

However, to our knowledge, there are no articles showing convergence of the high-order evolving surface
finite element method for parabolic partial differential equations on evolving surfaces.

In this article, we extend the H1- and L2-norm convergence results of Dziuk & Elliott (2007, 2013b)
to high-order evolving surface finite elements applied to parabolic problems on evolving surfaces with
prescribed velocity. Furthermore, convergence results for full discretizations using Runge–Kutta methods,
based on Dziuk et al. (2012), and using backward difference formulae (BDF), based on Lubich et al.
(2013), are also shown.
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To prove high-order convergence of the spatial discretization, three main groups of errors have to be
analysed:

• Geometric errors, resulting from the appropriate approximation of the smooth surface. Many of these
results carry over from Demlow (2009) by careful investigation of time dependencies, while others
are extended from Dziuk et al. (2012), Mansour (2013) and Lubich et al. (2013).

• Perturbation errors of the bilinear forms, whose higher-order version can be shown by carefully using
the core ideas of Dziuk & Elliott (2013b).

• High-order estimates for the errors of a modified Ritz map, which was defined in Lubich & Mansour
(2015). These projection error bounds rely on the nontrivial combination of the mentioned geometric
error bounds and on the well-known Aubin–Nitsche trick.

We further show convergence results for full discretizations using Runge–Kutta and BDF methods.
The error estimates, based on energy estimates, for Runge–Kutta methods shown in Dziuk et al. (2012)
and for BDF methods in Lubich et al. (2013) are applicable without any modifications, because the
semidiscrete problem can be written in a matrix–vector formulation (cf. Dziuk et al., 2012), where the
matrices have exactly the same properties as in the linear finite element case. Therefore, the fully discrete
convergence results transfer to high-order evolving surface finite elements using the mentioned error
estimates of the Ritz map.

The implementation of the high-order method is also a nontrivial task. The matrix assembly of the
time-dependent mass and stiffness matrices is based on the usual reference element technique. Similar
to isoparametric finite elements, the approximating surface is parameterized over the reference element,
and therefore all the computations are done there.

It was pointed out by Grande & Reusken (2014) that the approach of Demlow (2009) requires explicit
knowledge of the exact signed distance function to the surfaceΓ . However, the signed distance function is
used only in the analysis, but it is not required for the numerical computations away from the initial time
level. This is possible since the high-order element is uniquely determined by its elements, and by using
the usual reference element technique. It is used only for generating the initial surface approximation.

Here, we consider only linear parabolic PDEs on evolving surfaces; however, we believe our tech-
niques and results carry over to other cases, such as to the Cahn–Hilliard equation (Elliott & Ranner,
2015), to wave equations (Lubich & Mansour, 2015), to ALE methods (Elliott & Venkataraman, 2014;
Kovács & Power Guerra, 2014), nonlinear problems (Kovács & Power Guerra, 2016) and to evolving
versions of bulk–surface problems (Elliott & Ranner, 2013). For more details, see a remark later on.
Furthermore, while, in this article, we consider only evolving surfaces with prescribed velocity, many
of the high-order geometric estimates of this article are essential for the numerical analysis of parabolic
problems where the surface velocity depends on the solution (cf. Kovács et al., 2016).

The article is organized in the following way. In Section 2, we recall the basics of linear parabolic
problems on evolving surfaces together with some notation based on Dziuk & Elliott (2007). Section 3
deals with the description of higher-order evolving surface finite elements based on Demlow (2009).
Section 4 contains the time discretizations and states the main results of this article: semidiscrete and
fully discrete convergence estimates. In Section 5, we turn to the estimates of geometric errors and
geometric perturbation estimates. In Section 6, the errors in the generalized Ritz map and its material
derivatives are estimated. Section 7 contains the proof of the main results. Section 8 briefly describes
the implementation of the high-order evolving surface finite elements. In Section 9, we present some
numerical experiments illustrating our theoretical results.
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2. The problem

Let us consider a smooth-evolving compact surface, given by a smooth signed distance function d,
Γ (t) = {x ∈ Rm+1 | d(x, t) = 0} ⊂ Rm+1 (m ≤ 3), 0 ≤ t ≤ T , which moves with a given smooth
velocity v. Let ∂•u = ∂tu + v · ∇u denote the material derivative of the function u, where ∇Γ is the
tangential gradient given by ∇Γ u = ∇u − ∇u · nn, with unit normal n. We are sharing the setting of
Dziuk & Elliott (2007) and Dziuk & Elliott (2013b).

We consider the following linear problem on the above surface, for u = u(x, t):

∂•u + u∇Γ (t) · v −ΔΓ (t)u = f on Γ (t),

u(·, 0) = u0 on Γ (0),
(2.1)

where for simplicity we set f = 0, but all our results hold with a nonvanishing inhomogeneity as well.
Let us briefly recall some important concepts used later on, whereas, in general, for basic formulae

we refer to Dziuk & Elliott (2013a). An important tool is the Green’s formula on closed surfaces,∫
Γ (t)

∇Γ (t)z · ∇Γ (t)φ = −
∫
Γ (t)
(ΔΓ (t)z)φ.

We use Sobolev spaces on surfaces: for a smooth surface Γ (t), for fixed t ∈ [0, T ] or for the space–time
manifold given by GT = ∪t∈[0,T ]Γ (t)× {t}, we define

H1(Γ (t)) = {
η ∈ L2(Γ (t)) | ∇Γ (t)η ∈ L2(Γ (t))m+1

}
,

H1(GT ) = {
η ∈ L2(GT ) | ∇Γ (t)η ∈ L2(Γ (t))m+1, ∂•η ∈ L2(Γ (t))

}
and analogously for higher-order versions Hk(Γ (t)) and Hk(GT ) for k ∈ N (cf. Dziuk & Elliott, 2007,
Section 2.1).

The variational formulation of this problem reads as follows: find u ∈ H1(GT ) such that

d

dt

∫
Γ (t)

uϕ +
∫
Γ (t)

∇Γ (t)u · ∇Γ (t)ϕ =
∫
Γ (t)

u∂•ϕ (2.2)

holds for almost every t ∈ (0, T) for every ϕ(·, t) ∈ H1(Γ (t)) with ∂•ϕ(·, t) ∈ L2(Γ (t)) and u(·, 0) = u0

holds. For suitable u0, existence and uniqueness results for (2.2) were obtained in Dziuk & Elliott (2007,
Theorem 4.4).

3. High-order evolving surface finite elements

We define the high-order evolving surface finite element method (ESFEM) applied to our problem follow-
ing Dziuk (1988), Dziuk & Elliott (2007) and Demlow (2009). We use simplicial elements and continuous
piecewise polynomial basis functions of degree k.

3.1 Basic notions

The smooth initial surface Γ (0) is approximated by a k-order interpolating discrete surface constructed
in (a) below. This high-order approximation surface is then evolved in time by the a priori known surface
velocity v, detailed in (b). The construction presented here is from Demlow (2009, Section 2).
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(a) Let Γ 1
h (0) be a polyhedron having triangular elements (denoted by E) with vertices lying on

the initial surface Γ (0), forming a quasiuniform triangulation T 1
h (0), with mesh parameter h, and unit

outward normal n1
h.

Next, for k ≥ 2, we define Γ k
h (0), the k-order polynomial approximations to Γ (0). For a given fixed

element E ∈ T 1
h (0), with nodes (numbered locally) x1, x2, . . . , xnk , the corresponding Lagrange basis

functions of degree k on E are denoted by χ̃ k
1 , χ̃ k

2 , . . . , χ̃ k
nk

. For arbitrary x ∈ E, we define the discrete
projection

pk(x, 0) =
nk∑

j=1

p(xj, 0)χ̃ k
j (x, 0), with Γ (0) 	 p(xj, 0) = xj − d(xj, 0)n(p(xj, 0)).

This definition yields a continuous piecewise polynomial map on Γ 1
h (0). Then the k-order approximation

surface is defined by

Γ k
h (0) = {pk(x, 0) | x ∈ Γ 1

h (0)}.

The vertices of Γ k
h (0) are denoted by ai(0), i = 1, 2, . . . , N (here numbered globally). Note that these

vertices are sitting on the exact surface. The high-order triangulation is denoted by T k
h (0). Further small

details can be found in Demlow (2009).
(b) The surface approximation Γ k

h (t) at time t ∈ [0, T ] is given by evolving the nodes of the initial
triangulation by the velocity v along the space-time manifold. For instance, the nodes ai(t) are determined
by the ordinary differential equation (ODE) system

d

dt
ai(t) = v(ai(t), t).

Then the base triangulation and the basis functions move along as well. Hence, for 0 ≤ t ≤ T , the nodes
(ai(t))Ni=1 define an approximation of Γ (t) of degree k,

Γ k
h (t) = {pk(x, t) | x ∈ Γ 1

h (t)},

defined analogously as for t = 0. Therefore, the discrete surface Γ k
h (t) remains an interpolation of Γ (t)

for all times. The high-order triangulation at t is denoted by T k
h (t).

Remark 3.1 It is highly important to note here that computing p(·, t) or pk(·, t), for t > 0, is never
used during the numerical computations, hence explicit knowledge of the distance function is avoided
(except for t = 0). Instead, the positions of the nodes appearing in an element of Γ k

h (t) are used to
construct a reference mapping over the reference triangle E0. In fact, the nodes (locally numbered here)
a1(t), a2(t), . . . , ank (t) of the high-order element uniquely determine an approximating surface of degree
k (being an image of a polynomial of m variables over E0). The ESFEM matrices are then assembled
using the reference element and the reference mapping.

The discrete tangential gradient on the discrete surface Γ k
h (t) is given by

∇
Γ k

h (t)
φ := ∇φ − ∇φ · nk

hnk
h,

433HIGH-ORDER ESFEM FOR EVOLVING SURFACE PDES

Downloaded from https://academic.oup.com/imajna/article-abstract/38/1/430/3074895
by Universitatsbibliothek user
on 31 January 2018



understood in an elementwise sense, with nk
h denoting the normal to Γ k

h (t).
For every t ∈ [0, T ] and for the k-order approximation surface Γ k

h (t), we define the finite element
subspace of order k, denoted by Sk

h(t), spanned by the continuous evolving basis functions χj of piecewise
degree k, satisfying χj(ai(t), t) = δij for all i, j = 1, 2, . . . , N :

Sk
h(t) = {φ ∈ C(Γ k

h (t)) | φ = φ̃ ◦ pk(·, t)−1 where φ̃ ∈ S̃k
h(t)}

= span
{
χ1(·, t),χ2(·, t), . . . ,χN(·, t)

}
,

where

χj(·, t) = χ̃j(p
k(·, t)−1, t) (j = 1, 2, . . . , N),

with χ̃j(·, t) being the degree k polynomial basis function over the base triangulation Γ 1
h , spanning the

space S̃k
h(t) = {φ̃ ∈ C(Γ 1

h (t)) | φ̃ is a piecewise polynomial of degree k}. By construction Sk
h(t) is an

isoparametric finite element space.
We interpolate the surface velocity on the discrete surface using the basis functions and denote it by

Vh. Then the discrete material derivative is given by

∂•
hφh = ∂tφh + Vh · ∇φh (φh ∈ Sk

h(t)).

The key transport property derived by Dziuk & Elliott (2007, Proposition 5.4) is

∂•
hχj = 0 for j = 1, 2, . . . , N . (3.1)

This result translates from the linear ESFEM case by the original proof of Dziuk & Elliott (2007,
Section 5.2) using barycentric coordinates and the chain rule.

The spatially discrete problem (for a fixed degree k) then reads as follows: find Uh ∈ Sk
h(t), with

∂•
h Uh ∈ Sk

h(t) and temporally continuous, such that

d

dt

∫
Γ k

h (t)
Uhφh +

∫
Γ k

h (t)
∇Γh Uh · ∇Γhφh =

∫
Γ k

h (t)
Uh∂

•
hφh (∀φh ∈ Sk

h(t) with ∂•
hφh ∈ Sk

h(t)), (3.2)

with the initial condition U0
h ∈ Sk

h(0) being a suitable approximation to u0.
Later on we will always work with a high-order approximation surface Γ k

h (t) and with the corre-
sponding high-order evolving surface finite element space Sk

h(t) (with 2 ≤ k ∈ N); therefore from now
on, we drop the upper index k, unless we would like to emphasize it or it is not clear from the context.

3.2 The ODE system

Similarly to Dziuk et al. (2012), the ODE form of the above problem (3.2) can be derived by setting

Uh( · , t) =
N∑

j=1

αj(t)χj( · , t)

in the semidiscrete problem, and by testing with φh = χj (j = 1, 2, . . . , N), and using the transport
property (3.1).
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Downloaded from https://academic.oup.com/imajna/article-abstract/38/1/430/3074895
by Universitatsbibliothek user
on 31 January 2018



The spatially semidiscrete problem (3.2) is equivalent to the following ODE system for the vector
α(t) = (αj(t))Nj=1 ∈ RN , collecting the nodal values of Uh(·, t):

d

dt
(M(t)α(t))+ A(t)α(t) = 0,

α(0) = α0,
(3.3)

where the evolving mass matrix M(t) and the stiffness matrix A(t) are defined as

M(t)|kj =
∫
Γh(t)

χjχk and A(t)|kj =
∫
Γh(t)

∇Γhχj · ∇Γhχk ,

for j, k = 1, 2, . . . , N .

3.3 Lifts

For the error analysis we need to compare functions on different surfaces. This is conveniently done by
the lift operator, which was introduced in Dziuk (1988) and further investigated in Dziuk & Elliott (2007,
2013b). The lift operator maps a function on the discrete surface onto a function on the exact surface.

Let Γh(t) be a k-order approximation to the exact surface Γ (t). Using the oriented distance function
d (cf. Dziuk & Elliott, 2007, Section 2.1), the lift of a continuous function ηh : Γh(t) → R is defined as

ηl
h(p, t) := ηh(x, t), x ∈ Γ (t),

where for every x ∈ Γh(t) the point p = p(x, t) ∈ Γ (t) is uniquely defined via

p = x − n(p, t) d(x, t). (3.4)

By η−l we denote the function on Γh(t) whose lift is η.
In particular, we will often use the space of lifted basis functions

(Sh(t))
l = (Sk

h(t))
l = {

φl
h | φh ∈ Sk

h(t)
}
.

4. Convergence estimates

4.1 Convergence of the semidiscretization

We now formulate the convergence theorem for the semidiscretization using high-order evolving surface
finite elements. This result is the higher-order extension of Dziuk & Elliott (2013b, Theorem 4.4).

Theorem 4.1 Consider the ESFEM of order k as a space discretization of the parabolic problem (2.1).
Let u be a sufficiently smooth solution of the problem, and assume that the initial value satisfies

‖u0
h − u(·, 0)‖L2(Γ (0)) ≤ C0hk+1.

435HIGH-ORDER ESFEM FOR EVOLVING SURFACE PDES

Downloaded from https://academic.oup.com/imajna/article-abstract/38/1/430/3074895
by Universitatsbibliothek user
on 31 January 2018



Then there exists h0 > 0, such that for mesh size h ≤ h0, the following error estimate holds, for t ≤ T :

‖uh(·, t)− u(·, t)‖L2(Γ (t)) + h

(∫ t

0
‖∇Γ (s)(uh(·, s)− u(·, s))‖2

L2(Γ (s))
ds

)1/2

≤ Chk+1.

The constant C is independent of h and t but depends on T .

The proof of this result is postponed to a later section, after we have shown some preparatory results.

4.2 Time discretization: BDF

We apply a p-step BDF for p ≤ 5 as a discretization of the ODE system (3.3), coming from the ESFEM
space discretization of the parabolic evolving surface PDE.

We briefly recall the p-step BDF method applied to system (3.3) with step size τ > 0:

1

τ

p∑
j=0

δjM(tn−j)αn−j + A(tn)αn = 0 (n ≥ p), (4.1)

where the coefficients of the method are given by δ(ζ ) = ∑p
j=0 δjζ

j = ∑p

=1

1


(1 − ζ )
, while the starting

values are α0,α1, . . . ,αp−1. The method is known to be 0-stable for p ≤ 6 and have order p (for more
details, see Hairer & Wanner, 1996, Chapter V).

In the following result, we compare the fully discrete solution

Un
h =

N∑
j=1

αn
j χj( · , tn),

obtained by solving (4.1) and the Ritz map P̃h : H1(Γ (t)) → Sk
h(t) (t ∈ [0, T ]) of the sufficiently smooth

solution u. The precise definition of the Ritz map is given later.
The H−1

h (Γh(t))-norm of the ESFEM function Rh is defined as

‖Rh(·, t)‖H−1
h (Γh(t))

= sup
0 �=φh∈Sk

h(t)

mh(Rh(·, t),φh)

‖φh‖H1(Γh(t))

.

The following error bound was shown in Lubich et al. (2013) for BDF methods up to order 5 (see
also Mansour, 2013).

Theorem 4.2 (Lubich et al., 2013, Theorem 5.1) Consider the parabolic problem (2.1), having a suf-
ficiently smooth solution for 0 ≤ t ≤ T . Couple the k-order ESFEM as space discretization with time
discretization by a p-step backward difference formula with p ≤ 5. Assume that the Ritz map of the
solution has continuous discrete material derivatives up to order p + 1. Then there exists τ0 > 0, inde-
pendent of h, such that for τ ≤ τ0, for the error En

h = Un
h − P̃hu(·, tn) the following estimate holds for

tn = nτ ≤ T :

‖En
h‖L2(Γh(tn))

+
(
τ

n∑
j=1

‖∇Γh(tj)E
j
h‖2

L2(Γh(tj))

)1/2
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≤ Cβ̃h,pτ
p+
(
τ

n∑
j=1

‖Rh(·, tj)‖2
H−1

h (Γh(tj))

)1/2

+ C max
0≤i≤p−1

‖Ei
h‖L2(Γh(ti))

,

where Rh is the high-order ESFEM residual. The constant C is independent of h, n and τ but depends on
T . Furthermore,

β̃2
h,p =

∫ T

0

p+1∑

=1

‖(∂•
h )
(
)(P̃hu)(·, t)‖L2(Γh(t))

dt.

Remark 4.3 The most important technical tools in the proof of Theorem 4.2, and also in the proof of
the BDF stability result in Lubich et al. (2013, Lemma 4.1), are the ODE formulation (3.3) and the key
estimates first shown in Dziuk et al. (2012, Lemma 4.1), where the following estimates are shown: there
exist μ, κ > 0 such that, for w, z ∈ RN ,

wT
(
M(s)− M(t)

)
z ≤ (eμ(s−t) − 1)‖w‖M(t)‖z‖M(t), wT

(
A(s)− A(t)

)
z ≤ (eκ(s−t) − 1)‖w‖A(t)‖z‖A(t).

The proof of these bounds involves only basic properties of the mass and stiffness matrices M(t) and
A(t); hence it is independent of the order of the basis functions. Hence, the high-order ESFEM versions
of these two inequalities also hold. Therefore, the original results of Lubich et al. (2013) hold here as
well.

Later on, when suitable results are at hand, we give some remarks on the smoothness assumption of
the Ritz map.

4.3 Convergence of the full discretization

We are now in a position to formulate one of the main results of this article, which yields optimal-order
error bounds for high-order finite element semidiscretization coupled to BDF methods up to order 5
applied to an evolving surface PDE.

Theorem 4.4 (k-order ESFEM and BDF-p) Consider the ESFEM of order k as space discretization of
the parabolic problem (2.1), coupled to the time discretization by a p-step backward difference formula
with p ≤ 5. Let u be a sufficiently smooth solution of the problem and assume that the starting values
satisfy (with Phu = (P̃hu)l))

max
0≤i≤p−1

‖ui
h − (Phu)(·, ti)‖L2(Γ (ti))

≤ C0hk+1.

Then there exist h0 > 0 and τ0 > 0, such that for h ≤ h0 and τ ≤ τ0, the following error estimate holds
for tn = nτ ≤ T :

‖un
h − u(·, tn)‖L2(Γ (tn)) + h

(
τ

n∑
j=p

‖∇Γ (tj)(u
j
h − u(·, tj))‖2

L2(Γ (tj))

)1/2

≤ C
(
τ p+ hk+1

)
.

The constant C is independent of h, τ and n but depends on T .
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The proof of this result is also postponed to a later section, after we have shown some preparatory
results.

Remark 4.5 We remark here that an analogous fully discrete convergence result is readily available
for algebraically stable implicit Runge–Kutta methods (such as the Radau IIA methods), since the
Runge–Kutta analogue of Theorem 4.2 has been proved in Dziuk et al. (2012). The combination of this
result with our high-order semidiscrete error bounds (Theorem 7.1) proves the Runge–Kutta analogue of
Theorem 4.4.

5. Geometric estimates

In this section, we present further notation and some technical lemmas that will be used later on in the
proofs leading to the convergence result. These estimates are high-order analogues of some previous
results proved in Dziuk (1988), Dziuk & Elliott (2007), Demlow (2009), Mansour (2013) and Dziuk &
Elliott (2013b).

5.1 Geometric approximation results

In the following, we state and prove estimates for the errors resulting from the geometric surface approx-
imation. Most of these estimates hold for a sufficiently small h, which here means for h ≤ h0 with a
sufficiently small h0 > 0.

Lemma 5.1 (Equivalence of norms, Dziuk, 1988; Demlow, 2009) Let ηh : Γh(t) → R with lift ηl
h :

Γ (t) → R. Then, for a sufficiently small h, the discrete and continuous Lp and Sobolev norms are
equivalent, independently of the mesh size h.

For instance, there is a constant c > 0 such that for all h sufficiently small,

c−1‖ηh‖L2(Γh(t))
≤ ‖ηl

h‖L2(Γ (t)) ≤ c‖ηh‖L2(Γh(t))
,

c−1‖ηh‖H1(Γh(t))
≤ ‖ηl

h‖H1(Γ (t)) ≤ c‖ηh‖H1(Γh(t))
.

We now turn to the study of some geometric concepts and their errors. By δh we denote the quotient
between the continuous and discrete surface measures, dA and dAh, defined as δhdAh = dA. Further, we
recall that Pr and Prh are the projections onto the tangent spaces of Γ (t) and Γh(t), respectively. We
further set, from Dziuk & Elliott (2013b),

Qh = 1

δh
(Id − dH )PrPrhPr(Id − dH ), (5.1)

where H (Hij = ∂xj ni) is the (extended) Weingarten map. Using this notation and (3.4), in the proof of
Dziuk & Elliott (2013b, Lemma 5.5), it is shown that

∇Γhφh(x) · ∇Γhφh(x) = δhQh∇Γ φ
l
h(p) · ∇Γ φ

l
h(p). (5.2)

For these quantities we show some results analogous to their linear ESFEM version showed in Dziuk
& Elliott (2013b, Lemma 5.4), Demlow (2009, Proposition 2.3) or Mansour (2013, Lemma 6.1).
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Later on the following estimates will play a key technical role.

Lemma 5.2 For Γ k
h (t) and Γ (t) as above, for a sufficiently small h, we have the following geometric

approximation estimates:

‖d‖L∞(Γh(t)) ≤ chk+1, ‖1 − δh‖L∞(Γh(t)) ≤ chk+1,

‖n − nh‖L∞(Γh(t)) ≤ chk , and

‖Id − δhQh‖L∞(Γh(t)) ≤ chk+1, ‖(∂•
h )
(
)d‖L∞(Γh(t)) ≤ chk+1,

‖(∂•
h )
(
)δh‖L∞(Γh(t)) ≤ chk+1, ‖Pr((∂•

h )
(
)Qh)Pr‖L∞(Γh) ≤ chk+1,

with constants depending only on GT but not on h or t.

The first three bounds were shown in Demlow (2009, Proposition 2.3) for the stationary case. Noting
that the constants depend only on GT these inequalities are shown.

The last four bounds are simply the higher-order extensions of the corresponding estimates of Mansour
(2013, Lemma 6.1). They can be proved in the exact same way using the bounds of the first three estimates.

These proofs are included in the Appendix.

5.2 Interpolation estimates for evolving surface finite elements

The following result gives estimates for the error in the interpolation. Our setting follows that of Demlow
(2009, Section 2.5).

Let us assume that the surface Γ (t) is approximated by the interpolation surface Γ k
h (t). Then for any

w ∈ Hk+1(Γ (t)), there is a unique k-order surface finite element interpolation Ĩ k
h w ∈ Sk

h(t); furthermore
we set (̃Ik

h w)l = Ik
h w.

Lemma 5.3 (Demlow, 2009, Proposition 2.7) Let w : GT → R such that w ∈ Hk+1(Γ (t)) for 0 ≤ t ≤ T .
There exists a constant c > 0 depending on GT , but independent of h and t, such that for 0 ≤ t ≤ T and
for a sufficiently small h,

‖w − Ik
h w‖L2(Γ (t)) + h‖∇Γ (w − Ik

h w)‖L2(Γ (t)) ≤ chk+1‖w‖Hk+1(Γ (t)).

We distinguish the special case of a linear surface finite element interpolation on Γ k
h (t). For w ∈

H2(Γ (t)), the linear surface finite element interpolant is denoted by I (1)h w, and it satisfies, with c > 0,

‖w − I (1)h w‖L2(Γ (t)) + h‖∇Γ (w − I (1)h w)‖L2(Γ (t)) ≤ ch2‖w‖H2(Γ (t)).

Note that for I (1)h the underlying approximating surface Γ k
h (t) is still of high order. For k = 1, I1

h and
I (1)h simply coincide. The upper k indices are again dropped later on.

5.3 Velocity of lifted material points and material derivatives

Following Dziuk & Elliott (2013b) and Lubich & Mansour (2015) we define the velocity of the lifted
material points, denoted by vh, and the corresponding discrete material derivative ∂•

h .
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For arbitrary y(t) = p(x(t), t) ∈ Γ (t), with x(t) ∈ Γh(t), cf. (3.4), we have

d

dt
y(t) = vh(y(t), t) = ∂tp(x(t), t)+ Vh(x(t), t) · ∇p(x(t), t); (5.3)

hence for y = p(x, t) (see Dziuk & Elliott, 2013b),

vh(y, t) = (Pr − dH )(x, t)Vh(x, t)− ∂t d(x, t)n(x, t)− d(x, t)∂tn(x, t).

Following Lubich & Mansour (2015, Section 7.3), we note that −∂td(x, t)n(x, t) is the normal component
of v(p, t) and that the other terms are tangent to Γ (t); hence

v − vh is a tangent vector. (5.4)

It is also important to note that vh �= V l
h (cf. Dziuk & Elliott, 2013b).

The discrete material derivative of the lifted points on Γ (t) reads

∂•
hϕh = ∂tϕh + vh · ϕh (ϕh ∈ (Sh(t))

l).

The lifted basis functions also satisfy the transport property

∂•
hχ

l
j = 0 (j = 1, 2, . . . , N).

To prove error estimates for higher-order material derivatives of the Ritz map, we need high-order
bounds for the error between the continuous velocity v and the discrete velocity vh. We generalize here
Dziuk & Elliott (2013b, Lemma 5.6) and Lubich & Mansour (2015, Lemma 7.3) to the high-order case.

Lemma 5.4 For 
 ≥ 0, there exists a constant c
 > 0 depending on GT , but independent of t and h, such
that, for a sufficiently small h,

‖(∂•
h )
(
)(v − vh)‖L∞(Γ (t)) + h‖∇Γ (∂

•
h )
(
)(v − vh)‖L∞(Γ (t)) ≤ c
h

k+1.

Proof. We follow the steps of the original proofs from Dziuk & Elliott (2013b) and Lubich & Mansour
(2015).

(a) For 
 = 0. Using the definition (5.3) and the fact Vh = Ĩhv, we have

|v(p, t)− vh(p, t)| = |Pr(v − Ihv)(p, t)+ d(H Ihv(p, t)+ ∂tn)| ≤ chk+1,

where we have used the interpolation estimates, Lemma 5.2 and the boundedness of the other terms.
For the gradient estimate we use the fact that ∇Γ d = ∇Γ ∂

•
h d = 0 and the geometric bounds of

Lemma 5.2:

|∇Γ (v − vh)| ≤ c|v − Ihv| + c|∇Γ (v − Ihv)|
+ |(∇Γ d)(H Ihv + ∂tn)| + |d(∇Γ (H Ihv + ∂tn))|

≤ chk .
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´

(b) For 
 = 1, we use the transport property and again Lemma 5.2:

|∂•
h (v − vh)| ≤ |(∂•

h Pr)(v − Ihv)| + |Pr(∂•
h v − Ih∂

•
h v)|

+ |(∂•
h d)(H Ihv + ∂tn)| + |d(∂•

h (H Ihv + ∂tn))|
≤ chk+1.

Again using ∇Γ d = ∇Γ ∂
•
h d = 0 and the geometric bounds of Lemma 5.2,

|∇Γ ∂
•
h (v − vh)| ≤ c|v − Ihv| + c|∇Γ (v − Ihv)|

+ c|∂•
h (v − Ihv)| + c|∇Γ (∂

•
h v − Ih∂

•
h v)|

+ |(∇Γ ∂
•
h d)(H Ihv + ∂tn)| + |d(∇Γ ∂

•
h (H Ihv + ∂tn))|

≤ chk .

(c) For 
 > 1, the proof uses similar arguments. �

5.4 Bilinear forms and their estimates

We use the time-dependent bilinear forms defined in Dziuk & Elliott (2013b): for arbitrary z,ϕ ∈ H1(Γ (t))
and for their discrete analogues for Zh,φh ∈ Sh(t),

m(t; z,ϕ) =
∫
Γ (t)

zϕ,

a(t; z,ϕ) =
∫
Γ (t)

∇Γ z · ∇Γ ϕ,

g(t; v; z,ϕ) =
∫
Γ (t)
(∇Γ · v)zϕ,

b(t; v; z,ϕ) =
∫
Γ (t)

B(v)∇Γ z · ∇Γ ϕ,

mh(t; Zh,φh) =
∫
Γh(t)

Zhφh,

ah(t; Zh,φh) =
∫
Γh(t)

∇Γh Zh · ∇Γhφh,

gh(t; Vh; Zh,φh) =
∫
Γh(t)
(∇Γh · Vh)Zhφh,

bh(t; Vh; Zh,φh) =
∫
Γh(t)

Bh(Vh)∇Γh Zh · ∇Γhφh,

where the discrete tangential gradients are understood in a piecewise sense, and with the tensors
given by

B(v)|ij = δij(∇Γ · v)− (
(∇Γ )ivj + (∇Γ )jvi

)
,

Bh(Vh)|ij = δij(∇Γh · Vh)− (
(∇Γh)i(Vh)j + (∇Γh)j(Vh)i

)
,

for i, j = 1, 2, . . . , m + 1. For more details, see Dziuk & Elliott (2013b, Lemma 2.1) (and the references
in the proof) or Dziuk & Elliott (2013a, Lemma 5.2).

We will omit the time dependency of the bilinear forms if it is clear from the context.

5.4.1 Discrete material derivative and transport properties. The following transport equations, espe-
cially the one with discrete material derivatives on the continuous surface, are of great importance during
the defect estimates later on.
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Lemma 5.5 (Dziuk & Elliott, 2013b, Lemma 4.2) Consider Γ (t) as the lift of the discrete surface Γ k
h (t)

(i.e., Γ (t) can be decomposed into curved elements that are lifts of the elements of Γ k
h (t)), moving with

the velocity vh from (5.3). Then for any z,ϕ, ∂•
h z, ∂•

hϕ ∈ H1(Γ (t)) we have

d

dt
m(z,ϕ) = m(∂•

h z,ϕ)+ m(z, ∂•
hϕ)+ g(vh; z,ϕ),

d

dt
a(z,ϕ) = a(∂•

h z,ϕ)+ a(z, ∂•
hϕ)+ b(vh; z,ϕ).

The same formulae hold for Γ (t) when ∂•
h and vh are replaced with ∂• and v, respectively.

Similarly, in the discrete case, for arbitrary zh,φh, ∂•
h zh, ∂•

hφh ∈ Sh(t), we have

d

dt
mh(zh,φh) = mh(∂

•
h zh,φh)+ mh(zh, ∂•

hφh)+ gh(Vh; zh,φh),

d

dt
ah(zh,φh) = ah(∂

•
h zh,φh)+ ah(zh, ∂•

hφh)+ bh(Vh; zh,φh).

5.4.2 Geometric perturbation errors. The following estimates are the most important technical results
of this paper. Later on, they will play a crucial role in the defect estimates. We note here that these results
extend the first-order ESFEM theory of Dziuk & Elliott (2013b) (for the first three inequalities) and
Lubich & Mansour (2015) (for the last inequality) to the higher-order ESFEM case.

The high-order version of the inequalities for time-independent bilinear forms a(·, ·) and m(·, ·)
were shown in Elliott & Ranner (2013, Lemma 6.2). The following results generalizes these for the
time-dependent case.

Lemma 5.6 For any Zh,φh ∈ Sk
h(t), and for their lifts Zl

h,φl
h ∈ H1(Γ (t)), we have the following bounds,

with a sufficiently small h:∣∣m(Zl
h,φl

h)− mh(Zh,φh)
∣∣ ≤ chk+1‖Zl

h‖L2(Γ (t))‖φl
h‖L2(Γ (t)),∣∣a(Zl

h,φl
h)− ah(Zh,φh)

∣∣ ≤ chk+1‖∇Γ Zl
h‖L2(Γ (t))‖∇Γ φ

l
h‖L2(Γ (t)),∣∣g(vh; Zl

h,φl
h)− gh(Vh; Zh,φh)

∣∣ ≤ chk+1‖Zl
h‖L2(Γ (t))‖φl

h‖L2(Γ (t)),∣∣b(vh; Zl
h,φl

h)− bh(Vh; Zh,φh)
∣∣ ≤ chk+1‖∇Γ Zl

h‖L2(Γ (t))‖∇Γ φ
l
h‖L2(Γ (t)),

where the constants c > 0 are independent of h and t, but depend on GT .

Proof. The proof of the first two estimates is a high-order generalization of Dziuk & Elliott (2013b,
Lemma 5.5), while the proof of the last two estimates is a high-order extension of Lubich & Mansour
(2015, Lemma 7.5). Their proofs follow these references. Both parts use the geometric estimates shown
in Lemma 5.2.

To show the first inequality, we estimate

∣∣m(Zl
h,φl

h)− mh(Zh,φh)
∣∣ =

∣∣∣∣∫
Γ (t)

Zl
hφ

l
hdA −

∫
Γh(t)

Zhφh dAh

∣∣∣∣
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´

=
∣∣∣∣∫
Γ (t)
(1 − δ−1

h )Zl
hφ

l
h dA

∣∣∣∣
≤ chk+1‖Zl

h‖L2(Γ (t))‖φl
h‖L2(Γ (t)).

For the second inequality, similarly we have

∣∣a(Zl
h,φl

h)− ah(Zh,φh)
∣∣ =

∣∣∣∣∫
Γ (t)
∇Γ Zl

h · ∇Γ φ
l
hdA −

∫
Γh(t)

∇Γh Zh · ∇Γhφh dAh

∣∣∣∣
=
∣∣∣∣∫
Γ (t)
(Id − δhQh)∇Γ Zl

h · ∇Γ φ
l
h dA

∣∣∣∣
≤ chk+1‖∇Γ Zl

h‖L2(Γ (t))‖∇Γ φ
l
h‖L2(Γ (t)).

For the third estimate we start by taking the time derivative of the equality m(Zl
h,φl

h) = mh(Zh,φhδh),
using the first transport property from Lemma 5.5 to obtain

d

dt
m(Zl

h,φl
h) = m(∂•

h Zl
h,φl

h)+ m(Zl
h, ∂•

hφ
l
h)+ g(vh; Zl

h,φl
h)

= d

dt
mh(Zh,φhδh)

= mh(∂
•
h Zh,φhδh)+ mh(Zh, (∂•

hφh)δh)

+ gh(Vh; Zh,φhδh)+ mh(Zh, (∂•
h δh)φh).

Hence, using ∂•
h wl

h = (∂•
h wh)

l,

g(vh; Zl
h,φl

h)− gh(Vh; Zh,φhδh) = m((∂•
h Zh)

l,φl
h)− mh(∂

•
h Zh,φhδh)

+ m(Zl
h, (∂•

hφh)
l)− mh(Zh, (∂•

hφh)δh)+ mh(Zh, (∂•
h δh)φh)

= mh(Zh, (∂•
h δh)φh).

Hence, together with Lemma 5.2, the bound

|g(vh; Zl
h,φl

h)− gh(Vh; Zh,φh)| ≤ |gh(Vh; Zh,φh(δh − 1))| + |mh(Zh, (∂•
h δh)φh)|

≤ c
(‖∂•

h δh‖L∞(Γh(t)) + ‖1 − δh‖L∞(Γh(t))

) ‖Zl
h‖L2(Γ (t))‖φl

h‖L2(Γ (t))

finishes the proof of the third estimate.
For the last inequality we take a similar approach, using the second transport property from Lemma 5.5

and the relation (5.2) to obtain

d

dt
ah(Zh,φh) = ah(∂

•
h Zh,φh)+ ah(Zh, ∂•

hφh)+ bh(Vh; Zh,φh)

= d

dt

∫
Γ (t)

Ql
h∇Γ Zl

h · ∇Γ φ
l
h
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=
∫
Γ (t)

Ql
h∇Γ ∂

•
h Zl

h · ∇Γ φ
l
h +

∫
Γ (t)

Ql
h∇Γ Zl

h · ∇Γ ∂
•
hφ

l
h

+
∫
Γ (t)
(∂•

h Ql
h)∇Γ Zl

h · ∇Γ φ
l
h +

∫
Γ (t)

B(vh)Q
l
h∇Γ Zl

h · ∇Γ φ
l
h.

Again, using ∂•
h wl

h = (∂•
h wh)

l, together with (5.2) and the geometric estimates of Lemma 5.2 we obtain

|bh(Vh; Zh,φh)− b(vh; Zl
h,φl

h)| =
∣∣∣ ∫

Γ (t)
(∂•

h Ql
h)∇Γ Zl

h · ∇Γ φ
l
h +

∫
Γ (t)

B(vh)
(
Ql

h − Id
)∇Γ Zl

h · ∇Γ φ
l
h

∣∣∣
≤ chk+1‖∇Γ Zl

h‖L2(Γ (t))‖∇Γ φ
l
h‖L2(Γ (t)),

completing the proof. �

6. Generalized Ritz map and higher-order error bounds

We recall the generalized Ritz map for evolving surface PDEs from Lubich & Mansour (2015).

Definition 6.1 (Ritz map) For any given z ∈ H1(Γ (t)), there is a unique P̃hz ∈ Sk
h(t) such that for all

φh ∈ Sk
h(t), with the corresponding lift ϕh = φl

h, we have

a∗
h(P̃hz,φh) = a∗(z,ϕh), (6.1)

where we let a∗ = a + m and a∗
h = ah + mh, so that the forms a and ah are positive definite. Then

Phz ∈ (Sk
h(t))

l is defined as the lift of P̃hz, i.e., Phz = (P̃hz)l.

We note here that originally in Lubich & Mansour (2015, Definition 8.1) an extra term appeared
involving ∂•z and the surface velocity, which is not needed for the parabolic case. The Ritz map above is
still well defined.

Galerkin orthogonality does not hold in this case, just up to a small defect.

Lemma 6.2 (Galerkin orthogonality up to a small defect) For any z ∈ H1(Γ (t)) and for all ϕh ∈ (Sk
h(t))

l

and for a sufficiently small h,

|a∗(z − Phz,ϕh)| ≤ chk+1‖Phz‖H1(Γ (t))‖ϕh‖H1(Γ (t)), (6.2)

where c is independent of ξ , h and t.

Proof. Using the definition of the Ritz map and Lemma 5.6, we estimate

|a∗(z − Phz,ϕh)| = |a∗
h(P̃hz,φh)− a∗(Phz,ϕh)| ≤ chk+1‖Phz‖H1(Γ (t))‖ϕh‖H1(Γ (t)).

�
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6.1 Errors in the Ritz map

Now we prove higher-order error estimates for the Ritz map (6.1) and also for its material derivatives;
the analogous results for the first-order ESFEM case can be found in Dziuk & Elliott (2013b, Section 6)
or in Mansour (2013, Section 7).

6.1.1 Error bounds for the Ritz map.

Theorem 6.3 Let z : GT → R with z ∈ Hk+1(Γ (t)) for every 0 ≤ t ≤ T . Then the error in the Ritz map
satisfies the bound, for 0 ≤ t ≤ T and for h ≤ h0 with a sufficiently small h0,

‖z − Phz‖L2(Γ (t)) + h‖z − Phz‖H1(Γ (t)) ≤ chk+1‖z‖Hk+1(Γ (t)),

where the constant c > 0 is independent of h and t.

Proof. To ease the presentation, we suppress all time arguments t appearing in the norms within the proof
(except for some special occasions).

(a) We first prove the gradient estimate. Starting with the definition of the H1(Γ (t))-norm, then using
the estimate (6.2), we have

‖z − Phz‖2
H1(Γ )

= a∗(z − Phz, z − Phz)

= a∗(z − Phz, z − Ihz)+ a∗(z − Phz, Ihz − Phz)

≤ ‖z − Phz‖H1(Γ )‖z − Ihz‖H1(Γ ) + chk+1‖Phz‖H1(Γ )‖Ihz − Phz‖H1(Γ )

≤ chk‖z − Phz‖H1(Γ )‖z‖Hk+1(Γ )

+ chk+1
(
2‖z − Phz‖2

H1(Γ )
+‖z‖2

H1(Γ )
+ch2k‖z‖2

Hk+1(Γ )

)
,

using interpolation error estimate, and for the second term, we used the estimate

‖Phz‖H1(Γ )‖Ihz − Phz‖H1(Γ ) ≤ (‖Phz − z‖H1(Γ ) + ‖z‖H1(Γ )

) (‖Ihz − z‖H1(Γ ) + ‖z − Phz‖H1(Γ )

)
≤ 2‖z − Phz‖2

H1(Γ )
+ ‖z‖2

Hk+1(Γ )
+ ch2k‖z‖2

Hk+1(Γ )
.

Now using Young’s inequality, and for a sufficiently small (but t independent) h ≤ h0, we have the
gradient estimate

‖z − Phz‖H1(Γ (t)) ≤ chk‖z‖Hk+1(Γ (t)).

(b) The L2-estimate follows from the Aubin–Nitsche trick. Let us consider the problem

−ΔΓ (t)w + w = z − Phz on Γ (t);

then the usual elliptic theory (see, e.g., Dziuk & Elliott, 2013a, Section 3.1; Aubin, 1998) yields the
following: the solution w ∈ H2(Γ (t)) satisfies the bound, with c > 0 independent of t,

‖w‖H2(Γ (t)) ≤ c‖z − Phz‖L2(Γ (t)).
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By testing the elliptic weak problem with z − Phz, using (6.2) again, and using the linear finite
element interpolation I (1)h on Γ k

h (t), we obtain

‖z − Phz‖2
L2(Γ )

= a∗(z − Phz, w)

= a∗(z − Phz, w − I (1)h w)+ a∗(z − Phz, I (1)h w)

≤ ‖z − Phz‖H1(Γ )‖w − I (1)h w‖H1(Γ ) + chk+1‖Phz‖H1(Γ )‖I (1)h w‖H1(Γ )

≤ chk‖z‖Hk+1(Γ )ch‖w‖H2(Γ ) + chk+1‖Phz‖H1(Γ )‖I (1)h w‖H1(Γ ),

where for the second term we have now used

‖Phz‖H1(Γ )‖I (1)h w‖H1(Γ ) ≤ (‖z − Phz‖H1(Γ ) + ‖z‖H1(Γ ))(‖w − I (1)h w‖H1(Γ ) + ‖w‖H1(Γ ))

≤ (1 + chk)‖z‖Hk+1(Γ )(1 + ch)‖w‖H2(Γ ).

Then the combination of the gradient estimate for the Ritz map and the interpolation error yields

‖z − Phz‖L2(Γ (t))

1

c
‖w‖H2(Γ (t)) ≤ ‖z − Phz‖2

L2(Γ (t))
≤ chk+1‖z‖Hk+1(Γ (t))‖w‖H2(Γ (t)),

which completes the proof. �

6.1.2 Error bounds for the material derivatives of the Ritz map. Since, in general, ∂•
h Phz = Ph∂

•
h z

does not hold, we need the following result.

Theorem 6.4 The error in the material derivatives of the Ritz map, for any 
 ∈ N, satisfies the following
bounds, for 0 ≤ t ≤ T and for h ≤ h0 with a sufficiently small h0:

‖(∂•
h )
(
)(z − Phz)‖L2(Γ (t)) + h‖∇Γ (∂

•
h )
(
)(z − Phz)‖L2(Γ (t)) ≤ c
h

k+1

∑

j=0

‖(∂•)(j)z‖Hk+1(Γ (t)),

where the constant c
 > 0 is independent of h and t.

Proof. The proof is a modification of Mansour (2013, Theorem 7.3). Again, to ease the presentation, we
suppress the t argument of the surfaces norms (except for some special occasions).

For 
 = 1: (a) We start by taking the time derivative of the definition of the Ritz map (6.1), use the
transport properties Lemma 5.5 and apply the definition of the Ritz map once more; we arrive at

a∗(∂•
h z,ϕh) = −b(vh; z,ϕh)− g(vh; z,ϕh)

+ a∗
h(∂

•
h P̃hz,φh)+ bh(Vh; P̃hz,φh)+ gh(Vh; P̃hz,φh).

Then we obtain

a∗(∂•
h z − ∂•

h Phz,ϕh) = −b(vh; z − Phz,ϕh)− g(vh; z − Phz,ϕh)

+ F1(ϕh),
(6.3)
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where

F1(ϕh) = (
a∗

h(∂
•
h P̃hz,φh)− a∗(∂•

h Phz,ϕh)
)

+ (
bh(Vh; P̃hz,φh)− b(vh; Phz,ϕh)

)
+ (

gh(Vh; P̃hz,φh)− g(vh; Phz,ϕh)
)
.

Using the geometric estimates of Lemma 5.6, F1 can be estimated as

|F1(ϕh)| ≤ chk+1
(‖∂•

h Phz‖H1(Γ (t)) + ‖Phz‖H1(Γ (t))

) ‖ϕh‖H1(Γ (t)). (6.4)

The velocity error estimate Lemma 5.4 yields

‖∂•
h z‖H1(Γ ) ≤ ‖∂•z‖H1(Γ ) + chk‖z‖H2(Γ ).

Then using ∂•
h Phz as a test function in (6.3), and using the error estimates of the Ritz map, together with

the estimates above, with h ≤ h0, we have

‖∂•
h Phz‖2

H1(Γ )
= a∗(∂•

h Phz, ∂•
h Phz)

= b(vh; z − Phz, ∂•
h Phz)+ g(vh; z − Phz, ∂•

h Phz)+ a∗(∂•
h z, ∂•

h Phz)− F1(∂
•
h Phz)

≤ chk‖z‖Hk+1(Γ )‖∂•
h Phz‖H1(Γ ) + ‖∂•

h z‖H1(Γ )‖∂•
h Phz‖H1(Γ )

+ chk+1
(‖∂•

h Phz‖H1(Γ ) + ‖Phz‖H1(Γ )

)‖∂•
h Phz‖H1(Γ )

≤ chk‖z‖Hk+1(Γ )‖∂•
h Phz‖H1(Γ ) + (‖∂•z‖H1(Γ ) + chk‖z‖H2(Γ ))‖∂•

h Phz‖H1(Γ )

+ chk+1
(‖∂•

h Phz‖H1(Γ ) + ‖z − Phz‖H1(Γ ) + ‖z‖H1(Γ )

)‖∂•
h Phz‖H1(Γ )

≤ (
chk‖z‖Hk+1(Γ ) + ‖∂•z‖H1(Γ )

) ‖∂•
h Phz‖H1(Γ ) + chk+1‖∂•

h Phz‖2
H1(Γ )

,

absorption using an h ≤ h0, with a sufficiently small h0 > 0, and dividing through yields

‖∂•
h Phz‖H1(Γ ) ≤ c‖∂•z‖H1(Γ ) + chk‖z‖Hk+1(Γ ).

Combining all the previous estimates and using Young’s inequality, the Cauchy–Schwarz inequality
and Theorem 6.3, for a sufficiently small h ≤ h0, we obtain

a∗(∂•
h z − ∂•

h Phz,ϕh) ≤ c‖z − Phz‖H1(Γ )‖ϕh‖H1(Γ )

+ chk+1
(‖∂•

h Phz‖H1(Γ ) + ‖Phz‖H1(Γ )

)‖ϕh‖H1(Γ )

≤ chk‖z‖Hk+1(Γ )‖ϕh‖H1(Γ )

+ chk+1
(‖∂•z‖H1(Γ ) + (1 + chk)‖z‖Hk+1(Γ )

)‖ϕh‖H1(Γ )

≤ chk
(‖z‖Hk+1(Γ ) + h‖∂•z‖H1(Γ )

) ‖ϕh‖H1(Γ ).

447HIGH-ORDER ESFEM FOR EVOLVING SURFACE PDES

Downloaded from https://academic.oup.com/imajna/article-abstract/38/1/430/3074895
by Universitatsbibliothek user
on 31 January 2018



Then, similarly to the previous proof, we have

‖∂•
h z − ∂•

h Phz‖2
H1(Γ )

≤ a∗(∂•
h z − ∂•

h Phz, ∂•
h z − ∂•

h Phz)

= a∗(∂•
h z − ∂•

h Phz, ∂•
h z − Ih∂

•z)+ a∗(∂•
h z − ∂•

h Phz, Ih∂
•z − ∂•

h Phz)

≤ ‖∂•
h z − ∂•

h Phz‖H1(Γ )‖∂•
h z − Ih∂

•z‖H1(Γ )

+ chk
(‖z‖Hk+1(Γ ) + h‖∂•z‖H1(Γ )

) ‖Ih∂
•z − ∂•

h Phz‖H1(Γ ).

Finally, the interpolation estimates, Young’s inequality and absorption using a sufficiently small h ≤ h0,
yields the gradient estimate.

(b) The L2 estimate again follows from the Aubin–Nitsche trick. Let us now consider the problem

−ΔΓ (t)w + w = ∂•
h z − ∂•

h Phz on Γ (t),

together with the usual elliptic estimate, for the solution w ∈ H2(Γ (t)),

‖w‖H2(Γ (t)) ≤ c‖∂•
h z − ∂•

h Phz‖L2(Γ (t));

again, c is independent of t and h.
Following the proof of Dziuk & Elliott (2013b, Theorem 6.2), let us first bound

−b(vh; z − Phz, I (1)h w) = b(vh; z − Phz, w − I (1)h w)− b(vh; z − Phz, w)

≤ chk‖z‖Hk+1(Γ ) ch‖w‖H2(Γ ) − b(vh; z − Phz, w)

= chk+1‖z‖Hk+1(Γ )‖w‖H2(Γ ) + b(v; z − Phz, w)

+ b(v; z − Phz, w)− b(vh; z − Phz, w),

where again I (1)h denotes the linear finite element interpolation operator on Γ k
h (t).

The pair in the last line can be estimated, using Lemma 5.4, by

b(v; z − Phz, w)− b(vh; z − Phz, w) ≤
∫
Γ (t)

|B(v)− B(vh)||∇Γ (z − Phz)||∇Γ w|

≤ ch2k‖z‖Hk+1(Γ )‖w‖H1(Γ ).

Finally, for the remaining term, the proof of Dziuk & Elliott (2013b, Theorem 6.2) yields

b(v; z − Phz, w) ≥ −c‖z − Phz‖L2(Γ )‖w‖H2(Γ ) ≥ −chk+1‖z‖Hk+1(Γ )‖w‖H2(Γ ).

For the other bilinear form in (6.3), we have

g(vh; z − Phz,ϕh) ≤ chk+1‖z‖Hk+1(Γ )‖w‖H1(Γ ).

The combination of all these estimates with (6.4) yields

a∗(∂•
h z − ∂•

h Phz, Ihw) ≤ chk+1‖z‖Hk+1(Γ )‖w‖H2(Γ ).
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By testing the above elliptic weak problem with z −Phz, and using the above bound and the gradient
estimate from (a), we obtain

‖∂•
h z − ∂•

h Phz‖2
L2(Γ )

= a∗(∂•
h z − ∂•

h Phz, w)

= a∗(∂•
h z − ∂•

h Phz, w − I (1)h w)+ a∗(∂•
h z − ∂•

h Phz, I (1)h w)

≤ chk
(‖z‖Hk+1(Γ ) + h‖∂•z‖H1(Γ )

)
ch‖w‖H2(Γ (t)) + chk+1‖z‖Hk+1(Γ )‖w‖H2(Γ )

≤ chk+1
(‖z‖Hk+1(Γ ) + h‖∂•z‖H1(Γ )

) ‖w‖H2(Γ ).

For 
 > 1, the proof is analogous. �

7. Error bounds for the semidiscretization and full discretization

7.1 Convergence proof for the semidiscretization

By combining the error estimates in the Ritz map and in its material derivatives and the geometric results
of Section 5, we prove convergence of the high-order ESFEM semidiscretization.

Proof of Theorem 4.1. The result is simply shown by repeating the arguments of Dziuk & Elliott (2013b,
Section 7 ) for our setting but using the high-order versions for all results: geometric estimates Lemma 5.2,
perturbation estimates of bilinear forms Lemma 5.6 and Ritz map error estimates Theorems 6.3
and 6.4. �

7.2 Convergence proof for the full discretization

7.2.1 Bound of the semidiscrete residual. We follow the approach of Mansour (2013, Section 8.1) and
Lubich et al. (2013, Section 5) by defining the ESFEM residual Rh(·, t) = ∑N

j=1 rj(t)χj(·, t) ∈ Sk
h(t) as∫

Γ k
h (t)

Rhφh = d

dt

∫
Γ k

h (t)̃
Phuφh +

∫
Γ k

h (t)
∇Γh(P̃hu) · ∇Γhφh −

∫
Γ k

h (t)
(P̃hu)∂•

hφh, (7.1)

where φh ∈ Sk
h(t), and P̃hu(·, t) is the Ritz map of the smooth solution u.

We now show the optimal-order H−1
h -norm estimate of the residual Rh.

Theorem 7.1 Let the solution u of the parabolic problem be sufficiently smooth. Then there exist C > 0
and h0 > 0, such that, for all h ≤ h0 and t ∈ [0, T ], the finite element residual Rh of the Ritz map is
bounded as

‖Rh‖H−1
h (Γh(t))

≤ Chk+1.

Proof. (a) We start by applying the discrete transport property to the residual equation (7.1):

mh(Rh,φh) = d

dt
mh(P̃hu,φh)+ ah(P̃hu,φh)− mh(P̃hu, ∂•

hφh)

= mh(∂
•
h P̃hu,φh)+ ah(P̃hu,φh)+ gh(Vh; P̃hu,φh).
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(b) We continue by the transport property with discrete material derivatives from Lemma 5.5 but for
the weak form, with ϕ := ϕh = (φh)

l:

0 = d

dt
m(u,ϕh)+ a(u,ϕh)− m(u, ∂•ϕh)

= m(∂•
h u,ϕh)+ a(u,ϕh)+ g(vh; u,ϕh)+ m(u, ∂•

hϕh − ∂•ϕh).

(c) Subtraction of the two equations, using the definition of the Ritz map (6.1) and using that

∂•
hϕh − ∂•ϕh = (vh − v) · ∇Γ ϕh

holds, we obtain

mh(Rh,φh) = mh(∂
•
h P̃hu,φh)− m(∂•

h u,ϕh)

+ gh(Vh; P̃hu,φh)− g(vh; u,ϕh)

+ m(u,ϕh)− mh(P̃hu,φh)

+ m(u, (vh − v) · ∇Γ ϕh).

All the pairs can be easily estimated separately as chk+1‖ϕh‖H1(Γ (t)) by combining the geometric pertur-
bation estimates of Lemma 5.6, the velocity estimate of Lemma 5.4 and the error estimates of the Ritz
map from Theorems 6.3 and 6.4. The proof is finished using the definition of the H−1

h -norm and the
equivalence of norms Lemma 5.1. �

7.2.2 Proof of Theorem 4.4. Using the error estimate for the BDF methods Theorem 4.2 and using
the bounds for the semidiscrete residual Theorem 7.1, we give here a proof for the fully discrete error
estimates of Theorem 4.4.

Proof of Theorem 4.4. The global error is decomposed into two parts,

un
h − u(·, tn) = (

un
h − (Phu)(·, tn)

)+ (
(Phu)(·, tn)− u(·, tn)

)
,

and then the terms are estimated separately by results from above.
The first term is estimated, analogously to Thomée (2006) or exactly as in Lubich et al. (2013) and

Mansour (2013) as follows. The vectors collecting the nodal values of the error un
h − (Phu)(·, tn) satisfy

the fully discrete problem (4.1) perturbed by the semidiscrete residual (7.1) (cf. Mansour, 2013). Then
applying results for BDF methods Theorem 4.2, together with the residual bound Theorem 7.1 (and by
the assumption on the initial value approximation), gives the desired bound O(hk+1 + τ p).

The second term is directly estimated by the error estimates for the Ritz map and for its material
derivatives, Theorems 6.3 and 6.4. �

Remark 7.2 In Remark 4.5, we noted that the analogous fully discrete results can be shown for alge-
braically stable implicit Runge–Kutta methods. To be more precise, for the Runge–Kutta analogue, instead
of Theorem 4.2 one has to use the error bounds of Dziuk et al. (2012, Theorem 5.1), but otherwise the
proof above remains the same.
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´

Remark 7.3 The statement in the introduction on various extensions is supported by the following facts.
The first two points in the introduction, geometric errors and perturbation errors of the bilinear forms
(Sections 5.1 and 5.4), and the basic high-order evolving surface finite element setting (Section 3.1), are
independent of the considered problem. The velocity estimates (Section 5.3) depend only on the surface
evolution as well. Furthermore, these general high-order results could be used in analogous ways, as their
linear counterparts in the cited articles; or missing ones can be easily shown based on the ideas presented
here (e.g., involving the additional term for ALE maps (Elliott & Venkataraman, 2014; Kovács & Power
Guerra, 2014).

The proof of the error bounds of a modified Ritz map (although perhaps defined slightly differently;
see, e.g., wave equations Lubich & Mansour, 2015, or quasilinear problems Kovács & Power Guerra,
2016), rely on these geometric approximation results and some general techniques, such as the almost
Galerkin orthogonality and the Aubin–Nitsche trick. Naturally, the estimates for the semidiscrete residual
greatly depend on the problem itself, but in the above-mentioned articles, similar (if not the same) ideas
and techniques were used.

Finally, convergence of time discretizations, proved by energy estimates, carry over to high-order
discretizations of various problems, from Dziuk et al. (2012), Lubich et al. (2013), Kovács & Power
Guerra (2014), Lubich & Mansour (2015) and Kovács & Power Guerra (2016).

Remark 7.4 Theorem 4.2 requires sufficient temporal regularity of the Ritz map.
By having sufficient regularity of the solution and the surface evolution on [0, T ], using Theorem 6.4

and equivalence of norms, we obtain

‖(∂•
h )
(
)(P̃hu)(·, t)‖L2(Γh(t))

≤ c‖(∂•)(
)(u − Phu)(·, t)‖L2(Γ (t)) + c‖(∂•)(
)u‖L2(Γ (t))

≤ c(c
h
k+1 + 1)


∑
j=0

‖(∂•)(j)u‖Hk+1(Γ (t)).

Here, the Hk+1(Γ (t))-norm on the right-hand side could be replaced by H2(Γ (t)) (also the power in hk+1

would be reduced to 2) by modifiying the proofs of Theorems 6.3 and 6.4, using the linear interpolation
I (1)h on Γ k

h (t) instead of Ih.
Alternatively, a weaker condition can be obtained in the following way. By having sufficient regularity

of the solution at t = 0 and having smooth evolution of the surface, by repeating the proof of Dziuk
et al. (2012, Theorem 9.1) for the Ritz map instead of the semidiscrete solution, the following estimate
is obtained:

sup
t∈[0,T ]

‖(∂•
h )
(
)P̃hu(·, t)‖L2(Γ k

h (t))
+
∫ T

0
‖∇Γh

(
(∂•

h )
(
)P̃hu(·, s)

)‖L2(Γ k
h (s))

ds ≤ c

∑

j=1

‖(∂•
h )
(j)u(·, 0)‖L2(Γ k

h (0))
.

The result could even be obtained directly by using Dziuk et al. (2012, Theorem 9.1) and modifying our
results using the semidiscrete solution instead of the Ritz map.

8. Implementation

The implementation of the high-order ESFEM code follows the typical method of finite element mass
matrix, stiffness matrix and load vector assembly, mixed with techniques from isoparametric FEM theory.
This was also used for linear ESFEM (see Dziuk & Elliott, 2007, Section 7.2).
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Similarly to the linear case, a curved element Eh of the k-order interpolation surface Γ k
h (t) is parame-

terized over the reference triangle E0, chosen to be the unit simplex. Then the polynomial map of degree k
between Eh and E0 is used to compute the local matrices. All the computations are done on the reference
element, using the Dunavant quadrature rule (see Dunavant, 1985). Then the local values are summed to
their correct places in the global matrices.

In a typical case, the surface is evolved by solving a series of ODEs, hence only the initial mesh is
created based on Γ (0). Naturally, the problem of velocity-based grid distortion is still present. Possible
ways to overcome this are methods using the DeTurck trick (see Elliott & Fritz, 2016) or using ALE
finite elements (see Elliott & Venkataraman, 2014; Kovács & Power Guerra, 2014).

9. Numerical experiments

We performed various numerical experiments with quadratic approximation of the surfaceΓ (t) and using
quadratic ESFEM to illustrate our theoretical results.

9.1 Example 1: Parabolic problem on a stationary surface

Let us briefly report on numerical experiments for parabolic problems on a stationary surface, as a
benchmark problem. Let Γ ⊂ R3 be the unit sphere, and let us consider the parabolic surface PDE

∂tu −ΔΓ u = f ,

with given initial value and inhomogeneity f chosen such that the solution is u(x, t) = e−6tx1x2.
Let (Tk)k=1,2,...,n and (τk)k=1,2,...,n be series of meshes and time steps, respectively, such that 2hk = hk−1

and 2τk = τk−1, with h1 = √
2 and τ1 = 0.2. For each mesh Tk with corresponding step size τk , we

numerically solve the surface PDE using second-order ESFEM combined with third-order BDF methods.
Then, by ek we denote the error corresponding to the mesh Tk and step size τk . We then compute the errors
between the lifted numerical solution and the exact solution using the following norm and seminorm:

L∞(L2) : max
1≤n≤N

‖un
h − u(·, tn)‖L2(Γ (tn)),

L2(H1) :

(
τ

N∑
n=1

‖∇Γ (tn)

(
un

h − u(·, tn)
)‖2

L2(Γ (tn))

)1/2

.

Using the above norms, the experimental order of convergence rates (EOCs) are computed by

EOCk = ln(ek/ek−1)

ln(2)
(k = 2, 3, . . . , n).

In Table 1, we report on the EOCs for the second-order ESFEM coupled with the BDF3 method;
theoretically, we expect EOC≈ 3 in the L∞(L2)-norm, and EOC≈ 2 in the L2(H1)-seminorm.

In Figs 1 and 2, we report on the errors

‖u(·, Nτ)− uN
h ‖L2(Γ ) and ‖∇Γ (u(·, Nτ)− uN

h )‖L2(Γ ),
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Table 1 Errors and EOCs in the L∞(L2)- and L2(H1)-norms for the stationary
problem

Level dof L∞(L2) EOC L2(H1) EOC

1 6 5.3113 · 10−3 — 8.0694 · 10−3 —
2 18 2.9257 · 10−3 0.9511 4.3162 · 10−3 0.99805
3 66 9.2303 · 10−4 1.7122 1.9050 · 10−3 1.2139
4 258 1.7285 · 10−4 2.4338 5.4403 · 10−4 1.8207
5 1026 2.6463 · 10−5 2.7124 1.2265 · 10−4 2.1529
6 4098 3.6845 · 10−6 2.8457 2.4772 · 10−5 2.3088

Fig. 1. Spatial convergence of the BDF3 / quadratic SFEM discretization for the stationary surface PDE.

at time Nτ = 1. The logarithmic plots show the errors against the mesh width h (in Fig. 1) and against
time-step size τ (in Fig. 2).

The different lines correspond to different time-step sizes and to different mesh refinements, respec-
tively in Figs 1 and 2. In both figures we can observe two regions. In Fig. 1, a region where the spatial
discretization error dominates, matching the convergence rates of our theoretical results, and a region,
with fine meshes, where the time discretization error dominates (the error curves flatten out). In Fig. 2,
the same description applies but with reversed roles. First, the time discretization error dominates, while
for smaller step sizes the spatial error dominates. The convergence in space (Fig. 1) and in time (Fig. 2)
can both be observed to be nicely in agreement with the theoretical results (note the reference lines).
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Fig. 2. Temporal convergence of the BDF3/quadratic SFEM discretization for the stationary surface PDE.

Table 2 Errors and EOCs in the L∞(L2)- and L2(H1)-norms for the evolving
surface problem

Level dof L∞(L2) EOC L2(H1) EOC

1 6 5.7898 · 10−3 — 8.4446 · 10−3 —
2 18 9.5840 · 10−4 2.8688 1.8173 · 10−3 2.4504
3 66 4.0725 · 10−4 1.2704 1.6549 · 10−3 0.13895
4 258 9.1096 · 10−5 2.1755 5.4513 · 10−4 1.6133
5 1026 1.3847 · 10−5 2.7226 1.2774 · 10−4 2.0971
6 4098 1.9534 · 10−6 2.8267 2.6135 · 10−5 2.2901

9.2 Example 2: Evolving surface parabolic problem

In the following experiment, we consider the parabolic problem (2.1) on the evolving surface given by

Γ (t) = {
x ∈ R3

∣∣ a(t)−1x2
1 + x2

2 + x2
3 − 1 = 0

}
,

where a(t) = 1 + 1
4 sin(2π t) (see, e.g., Dziuk & Elliott, 2007; Dziuk et al., 2012; Mansour, 2013), with

given initial value and inhomogeneity f chosen such that the solution is u(x, t) = e−6tx1x2.
Similarly to the stationary surface case, we again report on the experimental orders of convergence

and similar spatial and temporal convergence plots. They are all produced exactly as described above.
The EOCs for the evolving surface problem solved with BDF method of order 3 and evolving surface

finite elements of second order can be seen in Table 2.
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Fig. 3. Spatial convergence of the BDF3/quadratic ESFEM discretization for the evolving surface PDE.

Fig. 4. Temporal convergence of the BDF3/quadratic ESFEM discretization for the evolving surface PDE.

The errors at time Nτ = 1 in different norms can be seen in the following plots: the different
lines again correspond to different time-step sizes and to different mesh refinements in Figs 3 and 4,
respectively.
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Appendix. Proof of the geometric approximation results of Lemma 5.2

For clarity we recall Lemma 5.2.

Lemma A.1 For Γ k
h (t) and Γ (t) as above, for h ≤ h0 with a sufficiently small h0 > 0, we have the

geometric approximation estimates:

‖d‖L∞(Γh(t)) ≤ chk+1, ‖1 − δh‖L∞(Γh(t)) ≤ chk+1,

‖n − nh‖L∞(Γh(t)) ≤ chk , and

‖Id − δhQh‖L∞(Γh(t)) ≤ chk+1, ‖(∂•
h )
(
)d‖L∞(Γh(t)) ≤ chk+1,

‖(∂•
h )
(
)δh‖L∞(Γh(t)) ≤ chk+1, ‖Pr((∂•

h )
(
)Qh)Pr‖L∞(Γh) ≤ chk+1,

with constants depending only on GT , but not on h or t.

Proof of Lemma 5.2. The proofs follow the ideas of Dziuk & Elliott (2007, Lemma 5.1) and Man-
sour (2013, Lemma 6.1), in combination with the ideas and techniques of the proof of Demlow (2009,
Proposition 2.3).

Let E = E(t) ⊂ Γ k
h (t) be an element of the discrete surface. By Ih we denote the k-order interpolation

operator of Section 5.2.

(i) Since the nodes of E lie on the exact surface Γ (t) we have that the interpolate Ĩhd vanishes on
E. Then by using standard interpolation estimates (from Lemma 5.3 or from Brenner & Scott, 2007) we
obtain

‖d‖L∞(E) = ‖d − Ĩhd‖L∞(E) ≤ chk+1‖d‖Wk+1,∞(E) ≤ chk+1‖d‖Ck,1(GT )
.

Higher-order norm estimates are shown analogously:

‖p − pk‖Wi,∞ ≤ chk+1−i. (A.1)

(iii) For the normal vector estimate,

|n(x̂)− nk
h(x̂)| ≤ |n(pk(x̃))− n(p(x̃))| + |n(p(x̃))− nk

h(p
k(x̃))|

≤ c(GT )h
k+1 + c(GT )h

k , (A.2)
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where for the last estimate we used the smoothness of GT and the above bound on d, and the bounds (A.1)
and the Gram–Schmidt orthonormalization algorithm (cf. Demlow, 2009).

(ii) The second estimate is shown by recalling, from Demlow (2009, (2.10)), that (for a fixed t ∈ [0, T ])

δk
h(x) = n(x) · nk

h(x)
m∏

j=1

(1 − d(x, t)Kj(x)) (x ∈ Γ k
h (t)), (A.3)

where Kj(x) = κj(p(x, t))/1 + d(x, t)κj(p(x, t))with κj being the principle curvatures; cf. Demlow (2009).
Then, following the proof of Demlow (2009, Proposition 4.1), using ‖d‖L∞ = O(hk+1) and (A.2), we
obtain

|1 − δk
h| ≤ c(GT )h

k+1 + c(GT )|1 − n · nk
h|

≤ c(GT )h
k+1 + c(GT )|n − nk

h|2 ≤ c(GT )h
k+1. (A.4)

(iv) To show the fourth estimate, we use the idea of the linear ESFEM case. Using the previous
estimates and (5.1) the definition of Qh,

|Id − δhQh| ≤ |Pr − PrPrhPr| + chk+1.

Then, for an arbitrary unit vector z,

|(Pr − PrPrhPr)z| = |z · (nh − (nh · n)n)(nh − (nh · n)n)| ≤ ch2k ,

where the estimate follows, using (A.2), from

|nh − (nh · n)n| ≤ |(n · n)nh − (nh · n)nh| + |(nh · n)nh − (nh · n)n|
≤ |((n − nh) · n)nh| + |(nh · n)(nh − n)| ≤ chk .

See also the proof of Demlow (2009, Proposition 4.1).
The proofs of the estimates with material derivatives are similar to their nondifferentiated versions;

we follow the ideas of Mansour (2013).
(v) Again, since (∂•

h )
(
)d vanishes at the nodes of E, hence the interpolant Ĩh(∂

•
h )
(
)d vanishes on E

completely. Again by interpolation estimates we obtain

‖(∂•
h )
(
)d‖L∞(E) = ‖(∂•

h )
(
)d − Ĩh(∂

•
h )
(
)d‖L∞(E) ≤ chk+1‖(∂•

h )
(
)d‖Wk+1,∞(E) ≤ chk+1‖(∂•

h )
(
)d‖Ck,1(GT )

.

(vi) The sixth estimate is shown by taking the material derivative of (A.3) and by a similar argument
to (A.4),

‖(∂•
h )
(
)δh‖L∞(Γh(t)) ≤ c(GT )h

k+1 + c(GT )|∂•
h (n − nk

h)|2 ≤ c(GT )h
k+1,

where the last inequality follows by the chain rule and since the combination of (A.1) and (A.2), together
with n = ∇d, yields |∂•

h (n − nk
h)| = O(hk).
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(vii) Let us show the last estimate for 
 = 1. The higher-order version follows by a similar argument
recursively. It is clear from the definition of Qh (see (5.1)) that with a smooth remainder function R we
can write

Qh = 1

δh
PrPrhPr + dR(δh, Pr, Prh, H ).

Now using the facts ‖d‖, ‖∂•
h d‖ = O(hk+1), δh = 1 + O(hk+1) and ‖∂•

h δh‖ = O(hk+1) we bound

Pr(∂•
h Qh)Pr = Pr∂•

h (PrPrhPr)Pr + O(hk+1).

The first term here is estimated separately. Using ∂•
h n ·n = 0, in Mansour (2013, equation 6.4), it is shown

that

Pr∂•
h (PrPrhPr)Pr = Pr∂•

h (PrPrhPr − Pr)Pr = −Pr∂•
h (Pr nhnT

h Pr)Pr.

Since the projections are bounded, we need only the bounds

|Pr nh| = |nh − (n · nh)n| ≤ chk ,

|∂•
h (Pr nh)| = |∂•

h (nh − (n · nh)n)| ≤ chk ,

where the first inequality has been shown above, while the second follows by the chain rule and by
|∂•

h (n − nk
h)| = O(hk) proved above, together with the boundedness of ∂•

h n and ∂•
h nh (which follows

from velocity approximation and the smoothness of GT for the first term, while for the latter by the same
arguments and an additional triangle inequality). �
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We show convergence in the natural L∞ and W 1,∞ norm for

a semidiscretization with linear finite elements of a linear

parabolic partial differential equations on evolving surfaces.

To prove this, we show error estimates for a Ritz map, error

estimates for the material derivative of a Ritz map and a weak

discrete maximum principle.

K E Y W O R D S

evolving surfaces, volving surface finite element method, parabolic partial

differential equation, weak discrete maximum principle, weighted norm

1 INTRODUCTION

Many important problems can be modeled by partial differential equations (PDEs) on evolving surfaces.

Examples for such equations are given in material sciences, fluid mechanics, and biophysics [1–3].

We consider the heat equation on closed evolving surfaces, in the case where the surface velocity v
is explicitly given, derived in [4]. Dziuk and Elliott [4] introduced the evolving surface finite element

method (ESFEM) to spatially approximate such problems. Error estimates for the semidiscretization

with piecewise linear finite elements in the L2 and H1 norm are given in [4, 5]. Convergence results

for time discretizations, as well as full discretizations, have been shown in [6, 7].

The aim of this work is to give error bounds for the semidiscretization with linear finite elements

in the L∞ and W 1,∞ norm. The authors are not aware of any other maximum norm convergence results

for evolving surface PDEs.

Such estimates are of particular interest for nonlinear parabolic PDEs on evolving surfaces, and

in the case when the velocity v is not explicitly given, but depends on the solution u. Example of

such problems are given in [1, 8–11] and the references therein. The first convergence results for such

coupled problems have been recently shown in [12]. The treatment of such general equations is beyond

the scope of this paper.

Our convergence proof for the semidiscretization of the linear heat equation on evolving surfaces

relies on three main results.

Numer Methods Partial Differential Eq. 2017;1–37. wileyonlinelibrary.com/journal/num © 2017 Wiley Periodicals, Inc. 1



2 KOVÁCS AND POWER GUERRA

• We give error bounds in the L∞ and W 1,∞ norms for a suitable time-dependent Ritz

map (also used in [13], which is not the same as the one in [5]). The proofs of these

results are based on Nitsche’s weighted norm technique [14].

• As the surface evolves in time the Ritz map is time dependent, hence it does not commute

with the time derivative. We therefore need the essential novel results: the L∞ and W 1,∞

norm error bounds in the material derivatives of the Ritz map. Up to our knowledge,

such maximum norm estimates have not been shown in the literature until now.

• We extend the weak finite element maximum principle, which is originally due to

Schatz et al. [15] for Euclidean domains, to the evolving surface case. In [15], they

use basic properties of the semigroup corresponding to the linear heat equation on

a bounded domain. As there is no semigroup theory for the linear heat equation on

evolving surfaces, we are going to use a different approach.

The proven convergence result has optimal order, in the sense of powers of the mesh size, however,

contains a nonoptimal logarithmic factor. We expect that the results presented here may be improved

to have optimal logarithmic factors, shown using more involved proof techniques generalized from

the Euclidean domains, see for instance [16–18] and especially the proof of the logarithm-free discrete

maximum principle proved in [19]. However, such logarithmically optimal bounds are not in the scope

of the present work, as such a refined analysis would easily double the length of the paper.

In a recent preprint of Kröner [20], L∞ estimates—of order O(| log(h)|h + τ 1/2) —are shown for

full discretizations of parabolic PDEs on stationary surfaces. The results of that paper are obtained

using different proof techniques.

The layout of the paper is as follows. We begin in Section 2 by introducing the problem along

with some notation. In the first three subsections of Section 3, we quickly develop the ESFEM, and

recall basic results and estimates. In the following three subsections, we introduce a surface version

of Nitsche’s weighted norms, and define an L2-projection. In Section 4, we give error bound in the

maximum norm for our Ritz map and for its material derivative. In Section 5, we derive a weak

ESFEM maximum principle. In Section 6, we give error bounds for the semidiscretization of the linear

heat equation on evolving surfaces in the L∞ and W 1,∞ norm. In Section 7, we present the results

of a numerical experiment. We gather technical details for calculations with our weight functions in

Appendix B.

2 A PARABOLIC PROBLEM ON EVOLVING SURFACES

Let us consider a smooth evolving closed hypersurface �(t) ⊂ Rm+1 (our main focus is on the case

m = 2, but some of our results hold for more general cases), 0 ≤ t ≤ T , which moves with a given

smooth velocity v. More precise we assume that there exists a smooth dynamical system � : �0 ×
[0, T ] → Rm+1, such that for each t ∈ [0, T ] the map �t = �( · , t) is an embedding. We define

�(t) = �t(�0) and define the velocity v via the equation ∂t�(x, t) = v(�(x, t), t). Let ∂•u = ∂tu+v·∇u
denote the material derivative of the function u. The tangential gradient is given by ∇�u = ∇u−∇u·νν,

where ν is the unit normal and finally we define the Laplace–Beltrami operator via ��u = ∇� · ∇�u.

This article shares the setting of Dziuk and Elliott [4, 5, 21].

We consider the following linear problem derived in [4, Section 3]:

{
∂•u + u∇�(t) · v −��(t)u = f on �(t),

u(·, 0)= u0 on �(0).
(1)
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We use Sobolev spaces on surfaces: For a sufficiently smooth surface � and 1 ≤ p ≤ ∞, we define

W 1,p(�) = {
η ∈ Lp(�)|∇�η ∈ Lp(�)m+1

}
,

and analogously Wk,p(�) for k ∈ N [4, Section 2.1]. We set Hk(�) = Wk,2(�). Finally, GT denotes the

space-time manifold, that is, GT = ∪t∈[0,T ]�(t)× {t}.
If f = 0, then a weak formulation of this problem reads as follows.

Definition 2.1 (weak solution, [4] Definition 4.1). A function u ∈ H1(GT ) is called a

weak solution of (1), if for almost every t ∈ [0, T ]
d
dt

∫
�(t)

uϕ +
∫
�(t)

∇�(t)u · ∇�(t)ϕ =
∫
�(t)

u∂•ϕ,

holds for every ϕ ∈ H1(GT ) and u(·, 0) = u0.

For suitable f and u0 existence and uniqueness results, for the strong and the weak problem, were

obtained in [4, Section 4].

Throughout this article, we assume that f and u0 a such regular that u ∈ W 3,∞(GT ). Furthermore,

we set for simplicity reasons in all sections f = 0, as the extension of our results to the inhomogeneous

case are straightforward.

3 PRELIMINARIES

We give a summary of this section. In Section 3.1, we introduce the ESFEM, which is due to Dziuk

and Elliott [4]. In Section 3.2, we recall the lifting process, which originates in Dziuk [22]. In Section

3.3, we collect important results from Dziuk and Elliott [5] and sometimes state them in a slightly

more general fashion. In Section 3.4, we introduce weighted norms, which are due to Nitsche [14], and

give connections to the L∞ norm. In Section 3.5, we give interpolation estimates in the L2, L∞, and

weighted norms and further give some special interpolation estimates in weighted norms. The latter

two were first stated in Nitsche [14]. In Section 3.6, we introduce an L2-projection, give a stability

bound in Lp norms and finish with a error estimate with respect to a different weight function. The

basic reference for this is Douglaset al. [23] and Schatz et al. [15].

3.1 Semidiscretization with the ESFEM
The smooth surface �(t) is approximated by a triangulated one denoted by �h(t), whose vertices

(aj(t))Nj=1
= (�(aj(0), t))Nj=1

are sitting on the surface for all time, such that

�h(t) =
⋃

E(t)∈Th(t)

E(t).

We always assume that the (evolving) simplices E(t) are forming an admissible triangulation Th(t),
with h denoting the maximum diameter. Admissible triangulations were introduced in [4, Section 5.1]:

Every E(t) ∈ Th(t) satisfies that the inner radius σh is bounded from below by ch with c > 0, and �h(t)
is not a global double covering of �(t). The discrete tangential gradient on the discrete surface �h(t)
is given by

∇�h(t)φ = ∇φ − ∇φ · νhνh,

understood in a piecewise sense, with νh denoting the normal to �h(t) (see [4]).
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For every t ∈ [0, T ], we define the finite element space Sh(t) spanned by the continuous, piecewise

linear evolving basis functions χj, satisfying

χj(ai(t), t) = δij for all i, j = 1, 2, . . . , N ,

therefore, Sh(t) = span {χ1( · , t),χ2( · , t), . . . ,χN( · , t)}.
The continuous dynamical system � is

interpolated by �h : �h(0)× [0, T ] → Rm+1,

�h(·, t) =
N∑

j=1

�(aj(0), t)χj(·, t), (2)

the discrete dynamical system of the interpolating discrete surface �h(t).
This defines a discrete surface velocity Vh via the ordinary differential equation (ODE) ∂t�h(·, t) =

Vh(�h(·, t), t). Then, the discrete material derivative is given by

∂•
hφh = ∂tφh + Vh · ∇φh (φh ∈ Sh(t)).

The key transport property derived in [4, Proposition 5.4], is the following

∂•
hχk = 0 for k = 1, 2, . . . , N . (3)

The spatially discrete problem for evolving surfaces is: Find a Uh ∈ Sh(t) with ∂•
h Uh ∈ Sh(t) and

temporally smooth such that, for every φh ∈ Sh(t) with ∂•
hφh ∈ Sh(t),

d
dt

∫
�h(t)

Uhφh +
∫
�h(t)

∇�h Uh · ∇�hφh =
∫
�h(t)

Uh∂
•
hφh, (4)

with the initial condition Uh(·, 0) = U0
h ∈ Sh(0) being a sufficient approximation to u0.

3.2 Lifts
In the following, we recall the so-called lift operator, which was introduced in [22] and further investi-

gated in [4, 5]. The lift operator projects a finite element function on the discrete surface onto a function

on the smooth surface.

Using the oriented distance function d ([4, Section 2.1]), for a continuous function ηh : �h(t) → R
its lift is defined as

ηl
h(x

l, t) = ηh(x, t), x ∈ �h(t),

where for every x ∈ �h(t) the value xl = xl(x, t) ∈ �(t) is uniquely defined via the equation

x = xl + ν(xl, t)d(x, t).

This notation for xl will also be used later on. By η−l, we mean the function whose lift is η, and by El
h we

mean the lift of the triangle Eh. These lifted triangles, or curved elements, form a curved triangulation
of the smooth surface �(t).
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The following pointwise estimate was shown in the proof of Lemma 3 from Dziuk [22]:

1

c
|∇�η

l
h(x

l)| ≤ |∇�hηh(x)| ≤ c |∇�η
l
h(x

l)|. (5)

We now recall some notions using the lifting process from [4, 22]. We have the lifted finite element

space

Sl
h(t) = {

ϕh = φl
h | φh ∈ Sh(t)

}
.

By δh, we denote the quotient between the continuous and discrete surface measures, dA and dAh,

defined as δhdAh = dA. For these quantities, we recall some results from [4, Lemma 5.1].

Lemma 3.1 For sufficiently small h, we have the estimates

‖d‖L∞(�h(t)) ≤ ch2, ‖1 − δh‖L∞(�h(t)) ≤ ch2,

with constants independent of t and h.

3.3 Geometric estimates and bilinear forms
The definitions and results of this subsection are independent of the surface dimension m.

Let us denote by �l
h : �0 × [0, T ] → Rm+1 the lift of �h from Equation (2), that is, for x ∈ �h(t)

with lift xl ∈ �(t)

�l
h(x

l, t) = �h(x, t) (t ∈ [0, T ]).

We then define the velocity vh via the formula ∂t�
l
h(x, t) = vh(�

l
h(x, t), t). Hence, the discrete material

derivative on �(t) is given by

∂•
h u = ∂tu + vh · ∇u,

which satisfies the following relations, cf. [5]:

∂•u = ∂•
h u + (vh − v) · ∇�u, (6)

‖v − vh‖L∞(�(t)) + h‖v − vh‖W∞(�(t)) ≤ ch2‖v‖W2,∞(�(t)). (7)

We use the time-dependent bilinear forms defined in [5, Section 3.3]: for z,ϕ ∈ H1(�(t)) and Zh,φh ∈
H1(�h(t)):

a(t; z,ϕ) =
∫
�(t)

∇�z · ∇�ϕ,

m(t; z,ϕ) =
∫
�(t)

zϕ,

g(t; v; z,ϕ) =
∫
�(t)
(∇� · v)zϕ,

b(t; v; z,ϕ) =
∫
�(t)

B(v)∇�z · ∇�ϕ,

ah(t; Zh,φh) =
∑
E∈Th

∫
E
∇�h Zh · ∇�hφh,

mh(t; Zh,φh) =
∫
�h(t)

Zhφh,

gh(t; Vh; Zh,φh) =
∫
�h(t)

(∇�h · Vh)Zhφh,

bh(t; Vh; Zh,φh) =
∑
E∈Th

∫
E
Bh(Vh)∇�h Zh,
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where the discrete tangential gradients are understood in a piecewise sense, and with the matrices

B(v)ij = δij(∇� · v)− ((∇�)ivj + (∇�)jvi),

Bh(Vh)ij = δij(∇� · Vh)− ((∇�h)i(Vh)j + (∇�h)j(Vh)i),

where i, j = 1, 2, . . . , m + 1.

We will also use the following bilinear forms, for t ∈ [0, T ] on H1(�(t))× H1(�(t)),

a∗(t; ·, ·) = a(t; ·, ·)+ m(t; ·, ·),
(g + b)(t; v; ·, ·) = g(t; v; ·, ·)+ b(t; v; ·, ·),

and similarly, their discrete bilinear form counterparts for the discrete surface, a∗
h and (gh + bh). Note

that both bilinear forms a∗ and a∗
h are positive definite.

If it is clear from the context, we will drop the omnipresent argument t from the bilinear forms.

The time derivatives of the bilinear forms are given in the following lemma.

Lemma 3.2 (Discrete transport property). For z,ϕ, ∂•
h z, ∂•

hϕ ∈ H1(�(t)), we have

d
dt

m(z,ϕ) = m(∂•
h z,ϕ)+ m(z, ∂•

hϕ)+ g(vh; z,ϕ),

d
dt

a(z,ϕ) = a(∂•
h z,ϕ)+ a(z, ∂•

hϕ)+ b(vh; z,ϕ). (8)

Similarly for Zh,φh, ∂•
h Zh, ∂•

hφh ∈ H1(�h(t)), we have

d
dt

mh(Zh,φh) = mh(∂
•
h Zh,φh)+ mh(Zh, ∂•

hφh)+ gh(Vh; Zh,φh),

d
dt

ah(Zh,φh) = ah(∂
•
h Zh,φh)+ ah(Zh, ∂•

hφh)+ bh(Vh; Zh,φh). (9)

Important and often used results are the bounds of the geometric perturbation errors in the bilinear

forms.

Lemma 3.3 For all 1 ≤ p, q ≤ ∞, that are conjugate, p−1 +q−1 = 1, and for arbitrary
Zh ∈ Lp(�h(t)) and φh ∈ Lq(�h(t)), with corresponding lifts zh ∈ Lp(�(t)) and ϕh ∈
Lq(�(t)), we have the following estimates:

|m(zh,ϕh)− mh(Zh,φh)| ≤ ch2‖zh‖Lp(�(t))‖ϕh‖Lq(�(t)),

|g(vh; zh,ϕh)− gh(Vh; Zh,φh)| ≤ ch2‖zh‖Lp(�(t))‖ϕh‖Lq(�(t)).

Similarly, for Zh ∈ W 1,p(�h(t)) and φh ∈ W 1,q(�h(t)), with lifts zh ∈ W 1,p(�(t)) and
ϕh ∈ W 1,q(�(t)),

|a(zh,ϕh)− ah(Zh,φh)| ≤ ch2‖∇�zh‖Lp(�(t))‖∇�ϕh‖Lq(�(t)),

b(vh; zh,ϕh)− bh(Vh; Zh,φh)| ≤ ch2‖∇�zh‖Lp(�(t))‖∇�ϕh‖Lq(�(t)).

Here the constant c > 0 is independent from t ∈ [0, T ] and the mesh width h.
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Proof These geometric estimates were established for the case p = q = 2 in [5, Lemma

5.5] and [13, Lemma 7.5]. To show the estimates for general p and q, the same proof

applies, except the last step where we use a Hölder inequality.

3.4 Weighted norms and basic estimates
Similarly, as in the works of Nitsche [14], weighted Sobolev norms and their properties play a very

important and central role. In this section, we recall some basic results for them.

Definition 3.1 (Weight function). For γ > 0 sufficiently big but independent of t and

h, we set

ρ : [0, ∞) → [0, ∞), ρ2 := ρ2(h) := γ h2 | log h|.

We define a weight function μ = μ(t; . ) : �(t) → R via the formula, for any y ∈ �(t),

μ(x) := μ(x, y) := |x − y|2 + ρ2 ∀x ∈ �(t). (10)

The actual choice of γ is going to be clear from the proofs.

Definition 3.2 (Weighted norms, [14] Section 2). Let μ be a weight function and α ∈
R. We define the norms

‖u‖2

L2,α
=

∫
�

μ−α|u|2,

‖u‖2

H1,α
= ‖u‖2

L2,α
+ ‖∇�u‖2

L2,α
, ‖u‖2

H2,α
= ‖u‖2

H1,α
+ ‖∇2

�u‖2

L2,α
.

In order to show basic estimates for the weighted norms, we need the following general

version of inverse estimates for finite element functions, cf. [15].

Lemma 3.4 (Inverse estimate). There exists c > 0 such that for each triangle Eh(t) ⊂
�h(t) the following inequality holds

‖φh(t)‖Wk,p(Eh(t)) ≤ chm−k−2(1/q−1/p)‖φh(t)‖Wm,q(Eh(t)) (∀φh ∈ Sh(t)).

We can now turn to the estimates of the weighted norms defined above.

Lemma 3.5 Let dim�(t) = 2. Let φh ∈ Sh(t) with corresponding lift ϕh ∈ Sl
h(t). Then

there exist constants c > 0 independent of t, h, and γ such that

‖ϕh‖L∞(�(t)) ≤ ch | log h|‖ϕh‖L2,2, (11)

‖ϕh‖W1,∞(�(t)) ≤ cγ | log h|1/2‖ϕh‖H1,1. (12)

Proof There is a point y0,h ∈ E0 ⊂ �h(t) such that

‖φh‖W1,∞(�h(t)) = |φh(y0,h)| + |∇�hφh(y0,h)| = ‖φh‖W1,∞(E0)
.
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Note that on E0 the estimate μh(xh) ≤ cρ2 holds for h < h0, h0 sufficiently small. Then,

the second bound yields from using inverse inequality (Lemma 3.4) and (57. The bound

(11) is proved using similar arguments.

We remind here that the weighted norms and ρ depend on h, cf. Definitions 3.1 and 3.2.

Lemma 3.6 Let dim�(t) = 2 and let u : �(t) → R be a sufficiently regular. For all
γ > 0 exists h0 = h0(γ ) > 0 sufficiently small and a constant c = c(h0) > 0 such that
for all h < h0, we have

‖u‖L2,2 ≤ cρ−1‖u‖L∞(�(t)), (13)

‖u‖H1,1 ≤ c | log ρ|1/2‖u‖W1,∞(�(t)). (14)

c is independent of t and h.

Proof For α = 1, 2, we obviously have

‖u‖2

L2,α
≤ ‖u‖2

L∞(�(t))

∫
�(t)

1

(|x − y|2 + γ h2 | log h|)α dy.

Let α= 1. Denote by r = dist�(x, y) the intrinsic distance. As the intrinsic distance is

equivalent to the (extrinsic) Euclidean distance, cf. (56), we have

∫
�(t)

1

( |x − y|2 + γ h2 | log h|)dy ≤ c
∫
�(t)

1

(r2 + γ h2 | log h|)dy.

We use geodesic polar coordinates, cf. Section B1, to reach

∫
�(t)

1

(r2 + γ h2 | log h|)dy ≤ c
∫ R

0

r
(r2 + γ h2 | log h|)dr.

The result readily follows. The case α= 2 is shown using similar arguments.

Naturally, there is a weighted version of the Cauchy–Schwarz inequality, namely we have

|a∗(zh,ϕh)| ≤ ‖zh‖H1,α‖ϕh‖H1,−α ,

|a∗
h (Zh,φh)| ≤ c‖zh‖H1,α‖ϕh‖H1,−α , (15)

and similarly for the bilinear forms g and b. Furthermore, this yields a weighted version of the geometric

errors of the bilinear forms (Lemma 3.3), for any dimensions.

Lemma 3.7 Under the conditions of Lemma 3.3, the following estimates hold, with a
constant c > 0 independent of t, h, and γ ,

|a∗(zl
h,φl

h)− a∗
h(Zh,φh)| ≤ ch2‖zl

h‖H1,α‖φl
h‖H1,−α , (16)

|(g + b)(vh; zl
h,φl

h)− (gh + bh)(Vh; Zh,φh)| ≤ ch2‖zl
h‖H1,α‖φl

h‖H1,−α . (17)
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Lemma 3.8 (i) Spatial derivatives of μ−1 arebounded as

|∇�μ
−1| ≤ 2μ−3/2, |��μ

−1| ≤ cμ−2 (18)

with c > 0 independent of t, h, and γ .
(ii) For arbitrary u ∈ H1(�(t)), the following norm inequalities hold:

‖μ−1u‖H1,−1 ≤ c(‖u‖L2,2 + ‖u‖H1,1), (19)

‖μ−2u‖L2,−1 ≤ ρ−1‖u‖L2,2. (20)

Proof (i) The first estimate follows from

|∇�μ
−1| ≤ |∇μ−1| ≤ 2 |x − y|

μ2
≤ 2

√
μ

μ2
.

For the second inequality consider the formula,

��f = �f̄ − ∇2 f̄ (ν, ν)− Hν · ∇ f̄ ,

where f̄ : U → R is a smooth extension of the function f to an open neighbourhood

U ⊂ Rm+1 of �(t) (cf. [4]), ∇2 f̄ denotes the Hessian of f̄ and H denotes the trace of the

Weingarten map of �(t).
(ii) In order to show these estimates, we use the bounds (18) obtained above.

3.5 Interpolation and an improved inverse estimate
Here, we collect some results involving evolving surface finite element functions.

For a sufficiently regular function u : �(t) → R, we denote by
∼
Ih u ∈ Sh(t) its Lagrange interpola-

tion on �h(t). Then, the finite element interpolation is given by Ihu = (
∼
I hu)

l
∈ Sl

h(t), having the error

estimate below, cf. [24].

Lemma 3.9 For m ≤ 3 and p ∈ {2, ∞}, there exists a constant c > 0 independent of h
and t such that for u ∈ W 2,p(�(t)):

‖u − Ihu‖Lp(�(t)) + h‖∇�(u − Ihu)‖Lp(�(t))

≤ ch2(‖∇2
�u‖Lp(�(t)) + h‖∇�u‖Lp(�(t))).

The interpolation estimates hold also if weighted norms are considered.

Lemma 3.10 Let m ≤ 3. There exists a constant c > 0 such that for u ∈ W 2,∞(�(t)) the
following inequality holds

‖u − Ihu‖2

L2,2
+ ‖u − Ihu‖2

H1,1
≤ ch2 | log h|‖u‖2

W2,∞(�(t)). (21)

Proof Use Lemma 3.6 in conjunction with Lemma 3.9 for p = ∞.
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Lemma 3.11 There exists h0 > 0, γ0 > 0 such that for all α ∈ R, there exists a
constant c = c(h0, γ0) > 0 independent of t and h such that for all γ > γ0 for the weight
μ, compare to Equation (10), and for all h < h0 the following inequalities holds:

(i) Let u ∈ H1(�(t)) be curved element-wise H2, that is, for each element E ⊂ �h(t)
with corresponding lift El ⊂ �(t), we have that u|El ∈ H2(El). Then, the interpolation
Ihu ∈ Sl

h(t) satisfies

‖u − Ihu‖L2,α + h‖∇�(u − Ihu)‖L2,α ≤ ch2(‖∇2
�u‖L2,α + ch‖∇�u‖L2,α), (22)

where ‖∇2
�u‖L2,α is understood curved element-wise.

(ii) For any ϕh ∈ Sl
h(t), the following estimate holds:

‖μ−1ϕh − Ih(μ
−1ϕh)‖H1,−1 ≤ c

(
h
ρ

+ h
)
(‖ϕh‖L2,2 + ‖∇�ϕh‖L2,1). (23)

Proof (i) To prove inequality (22), it suffices to show that there exists a constant c =
c(α) > 0 independent of t, h such that for each element K ∈ Th(t) it holds∫

Kl
μα((w − Ihw)2 + h |∇�(w − Ihw)|2) ≤ ch2

∫
Kl
μα(∇2

�w|2 + ch |∇�w|2),

where Kl ⊂ �(t) denote the lifted curved element of K. It is easy to show that there exists

γ0 = γ0(h0) > 0 and c = c(γ0) > 0 such that for all γ > γ0 it holds

maxK∈Th

(
maxx∈Klμ(x, y)
minx∈Klμ(x, y)

)
≤ c.

A straightforward calculation finishes the proof.

(ii) For an arbitrary function f : �h(t) → R, which is element-wise H2, a short

calculation, similar to the one done in Dziuk [22, Lemma 3], shows that

|(∇�)i(∇�)j(f l)| ≤ c(|((∇�h)i(∇�h)j f )
l| + ch |∇�(f l)|),

for a sufficiently small h0 > h > 0. A straightforward calculation combined with 1 and

(18) finishes the proof.

Now, we show a modified version of the inverse estimate of Lemma 3.4.

Lemma 3.12 There exists c > 0 with

‖ϕh‖L∞(�(t)) ≤
∣∣∣∣ 1

V

∫
�(t)
ϕh(y)dV(y)

∣∣∣∣+ c | log h|1/2‖∇�ϕh‖L∞(�(t)),

where V = ∫
�(t) dV.

Proof Follow the steps in Schatz et al. [15] using the Green’s function from Theorem

A.1. For the estimates, use geodesic polar coordinates as in Section B.1.
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3.6 Estimates for an L2-projection
This section shows some technical results for the L2-projection, which is denoted by P0 (in contrast

with the Ritz map which will be denoted by P1).

Definition 3.3 (L2-projection). We define P0(t) : L2(�h(t)) → Sh(t) as follows. Let

uh ∈ L2(�h(t)) be given. Then, there exits a unique finite element function P0(t)uh ∈ Sh(t)
such that for all φh ∈ Sh(t) it holds

mh(P0(t)uh,φh) = mh(uh,φh). (24)

Definition 3.4 For two points x, y ∈ �h(t), we define its intrinsic Riemannian distance

as

disth(x, y) = dist�h(t)(x, y) = inf
σ

∫ 1

0

|σ |2,

where σ ranges over all possible curves [0, 1] → �h(t) with σ(0) = x, σ(1) = y and

where σ is piecewise smooth, that is, there exists a finite partition of [0, 1] such that σ

restricted on that subinterval is smooth. For two sets A, B ⊂ �h(t), we set

disth(A, B) = inf
(a,b)∈A×B

disth(a, b).

The following important Lp-stability bound and exponential decay property from Douglas et al.

[23, Equations (6) and (7)] holds without any serious modification.

Theorem 3.1 For p ∈ [1, ∞], let uh ∈ Lp(�h(t)). Then, there exists a constant c > 0
independent of h and t such that

‖P0(t)uh‖Lp(�h(t)) ≤ c‖uh‖Lp(�h(t)).

Further there exists c2, c3 > 0 independent of h and t such that for A1
h(t) and A2

h(t) disjoint
subsets of �h(t) with supp(uh) ⊆ A1

h, we have

‖P0(t)uh‖L2(A2
h(t))

≤ c2e−c3disth(A1
h ,A2

h)h
−1‖uh‖L2(A1

h(t))
. (25)

A quick proof sketch can be found in the Appendix.

For the proof of our discrete weak maximum principle, we are going to use a different weight

function then (10). Let y : [0, T ] → Rm+1, t �→ y(t) be a curve with the property y(t) ∈ �(t). In the

following, we write y instead of y(t). We define, for any x ∈ �(t) and mesh width h,

σ(x) := σ
y
h (x) := σh(x, y) := (|x − y|2 + h2)

1/2
. (26)

We gather some estimates concerning σ in the next lemma.

Lemma 3.13 There exists a constant c > 0 independent of t and h such that the following
estimates hold

‖∂•σ‖L∞(�(t)) ≤ c, ‖∂•
hσ‖L∞(�(t)) ≤ c, (27)
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‖∇�σ‖L∞(�(t)) ≤ 1, |∇2

�σ | ≤ c
(

1

σ
+ 1

)
, ‖∇2

�(σ
2)‖L∞(�(t)) ≤ c. (28)

The proof of this lemma is a straightforward calculation and is omitted here.

Lemma 3.14 There exists c > 0 such for fixed t ∈ [0, T ], xh ∈ �h(t), σ = σ xh , φh ∈
Sh(t), and ψh = P0(σ

2φh) the following inequality holds:

‖σ 2φh − ψh‖L2(�h(t)) + h‖∇�h(σ
2φh − ψh)‖L2(�h(t))

≤ ch2(‖φh‖L2(�h(t)) + ‖σ∇�hφh‖L2(�h(t))).

Proof Consider a triangle Eh ⊂ �h(t) and set gh = Ĩh(σ
2φh). Use Lemma 3.13 and (58)

and follow the steps in Schatz et al. [15, Lemma 1.4].

4 A RITZ MAP AND SOME ERROR ESTIMATES

Just as in the usual L2-theory the Ritz map plays a very important role for our L∞ -error estimates.

This section is devoted to the careful L∞ and weighted norm analysis of the errors in the Ritz map.

Definition 4.1 (Ritz map, [13]). We define Ph,1(t) : H1(�(t)) → Sh(t) as follows: Let

u ∈ H1(�(t)) be given. Then, there exits a unique finite element function Ph,1(t)u ∈ Sh(t)
such that for all φh ∈ Sh(t) with ϕh = φl

h it holds

a∗
h(Ph,1(t)u,φh) = a∗(u,ϕh). (29)

This naturally defines the Ritz map on the continuous surface:

P1(t)u = (Ph,1(t)u)l ∈ Sl
h(t).

Note that the Ritz map does not satisfy the Galerkin orthogonality, however it satisfies, using (16),

the following estimate, cf. [13]. For all ϕh ∈ Sl
h(t), we have

|a∗(u − P1(t)u,ϕh)| ≤ ch2‖P1(t)u‖H1,α‖ϕh‖H1,−α . (30)

In this section, we aim to bound the following errors of the Ritz map:

u − P1(t)u and ∂•
h (u − P1(t)u),

in the L∞ and W 1,∞ norms. Previously, H1 and L2 error estimates have been shown in [4, 5].

4.1 Weighted a priori estimates
Before turning to the maximum norm error estimates, we state and prove some technical regularity

results involving weighted norms.
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Lemma 4.1 (Weighted a priori estimates). For f ∈ L2(�(t)), the problem

−��(t)w + w = f on �(t),

has a unique weak solution w ∈ H1(�(t)). Furthermore, w ∈ H2(�(t)) and we have the
following weighted a priori estimates

‖w‖H1,−1 ≤ c(‖f ‖L2,−1 + ‖w‖L2(�(t))) (31)

‖w‖H2,−1 ≤ c(‖f ‖L2,−1 + ‖w‖H1(�(t))), (32)

where the constant c > 0 is independent of t, h, and γ .

Proof Existence and uniqueness of a weak solution follows from [25]. Using integration

by parts, Young’s inequality and |∇�μ| ≤ √
μ a short calculation shows (31). For the

details on elliptic regularity and a derivation of the a priori estimate

‖w‖H2(�(t)) ≤ c‖ −��w + w‖L2(�(t)), (33)

where c > 0 is independent of t, we refer to [26, Appendix A].

Because of (31) it suffices to prove (32) with ‖∇2
�w‖2

L2,−1
as the left-hand side instead

of ‖w‖2

H2,−1
. We have

μ|∇2
�w|2 =

m+1∑
i=1

|(xi − yi)∇2
�w|2 + ρ2|∇2

�w|2

=
m+1∑
i=1

|∇2
�((x − y)iw)− ∇�(x − y)i ⊗ ∇�w

−∇�w ⊗ ∇�(x − y)i − w∇2
�(x − y)i|2 + ρ2 |∇2

�w|2,

where x = (x1, . . . , xm+1), y = (y1, . . . , ym+1) and (x − y)i = xi − yi. We deduce

‖∇2
�w‖L2,−1 ≤ c

(
m+1∑
i=1

||∇2
�((x − y)iw)‖L2,−1 + ‖w‖L2

)
.

Using (33) with the product rule

��(fg) = g��f + f��g − 2∇�f · ∇�g

leads to (32).

Lemma 4.2 For g ∈ L2(�(t)) the problem

−��(t)w + w = μ−2g.
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has a unique weak solution w ∈ H1(�(t)). Furthermore, w ∈ H2(�(t)), and there exists
a constant c > 0 independent of t and h such that

‖w‖2

H1(�(t)) ≤ cρ−2 | log ρ|‖g‖2

L2,2
. (34)

Proof Lemma 4.1 gives us existence, uniqueness, and regularity of w. Consider the

number

1

λ(t)
= sup

{
‖f ‖2

H1(�(t))|f ∈ H2(�(t)), ‖ −��(t)f + f ‖2

L2,−2
≤ 1

}
.

Inequality (34) is proven if we show

1

λ(t)
≤ cρ−2 | log ρ|,

where c is t independent. A short calculation shows that the smallest eigenvalue λ̃min(t)
of the elliptic eigenvalue problem

−��(t)f + f = λ̃μ−2f on �(t)

is equal to λ(t). The weighted Rayleigh quotient implies

λ̃min = inf
f ∈H1

‖f ‖2

H1

‖f ‖2

L2,2

.

Hence it suffices to prove

‖f ‖2

L2,2
≤ cρ−2 | log(ρ)|‖f ‖2

H1 , (35)

for a f ∈ H1. With a Hölder estimate, we arrive at

‖f ‖2

L2,2
≤
(∫

�(t)
μ−2p

)1/p(∫
�(t)

f 2q
)1/q

=
(∫

�(t)
μ−2p

)1/p

‖f ‖2

L2q(�(t)),

where 1 < p, q < ∞ satisfies p−1 +q−1 = 1. We take the choice q = √ | log ρ|. It is easy

to prove the following quantitative Sobolev–Nierenberg inequality for moving surfaces:

‖f ‖Lq(�(t)) ≤ cq‖f ‖H1(�(t)),

where c is independent of t and q. A straightforward calculation with geodesic polar

coordinates using Lemma B.3 and Lemma B.2 shows inequality (35).
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4.2 Maximum norm error estimates
Before showing L∞ and W 1,∞ norm error estimates for the Ritz map, we show similar estimates for

weighted norms. Then, by connecting the norms, use these results to obtain our original goal.

Throughout this subsection, we write P1u instead of P1(t)u.

Lemma 4.3 There exists h0 > 0 sufficiently small and γ0 > 0 sufficiently large and a
constant c = c(h0, γ0) > 0 such that for u ∈ W 2,∞(�(t)) it holds

‖u − P1u‖2

L2,2
+ ‖u − P1u‖2

H1,1
≤ ch2 | log h|‖u‖2

W2,∞(�(t)). (36)

Proof Step 1: Our goal is to show

‖u − P1u‖2

H1,1
≤ ch2 | log h|‖u‖2

W2,∞(�(t)) + ĉ‖u − P1u‖2

L2,2
. (37)

Similarly, as in Nitsche [14, Theorem 1], for an f ∈ H1(�(t)) we have using partial

integration

1

2

∫
�(t)
(��μ

−1)f 2 = −
∫
�(t)

f ∇�μ
−1 · ∇�f .

This further implies∫
�(t)
μ−1 |∇�f |2 =

∫
�(t)

∇�f · ∇�(μ
−1f )− 1

2

∫
�(t)
(��μ

−1)f 2.

As P1u ∈ H1(�), we deduce using (18)

‖u − P1u‖2

H1,1
≤ a∗(u − P1u,μ−1(u − P1u))− 1

2

∫
�(t)
(��μ

−1)(u − P1u)2

≤ a∗(u − P1u,μ−1(u − P1u))+ c‖u − P1u‖2

L2,2
.

For simplicity, we set e = u − P1u, and use Ihu = (Ĩhu)l to obtain

a∗(e,μ−1e) = a∗(e,μ−1(u − Ihu))

+ a∗(e,μ−1(Ihu − P1u)− Ih(μ
−1(Ihu − P1u)))

+ a∗(e, Ih(μ
−1(Ihu − P1))) = I1 + I2 + I3.

Using Lemma 3.7 15), Lemma 3.8 (19), Lemma 3.10 (21), and ε -Young inequality we

estimate as

|I1| ≤ ε‖e‖2

H1,1
+ ch2 | log h|‖u‖2

W2,∞(�(t)).

For the second term use in addition Lemma 3.11 (23) and a 0 < h < h0 sufficiently small

to get

|I2| ≤ ε‖e‖2

H1,1
+ c(h2 | log h|‖u‖W2,∞(�(t)) + ‖e‖L2,2).
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For the last term use in addition Lemma 3.7 (30) to obtain

|I3| ≤ ε‖e‖2

H1,1
+ c(h2 | log h|‖u‖W2,∞(�(t)) + ‖e‖L2,2).

These estimates together, and absorbing ‖e‖2

H1,1
, imply (37).

Step 2: Using an Aubin–Nitsche argument, we prove that there exists γ > γ0 > 0

sufficiently large such that for all δ > 0 the following estimate holds

‖u − P1u‖2

L2,2
≤ ch4‖u‖2

W2,∞(�(t)) + δ‖u − P1u‖2

H1,1
. (38)

Let w ∈ H2(�(t)) be the weak solution of

−��w + w = μ−2e.

Then by testing with e, we obtain

‖e‖2

L2,2
= (a∗(e, w)− a∗(e, Ihw))+ a∗(e, Ihw) = a∗(e, w − Ihw)+ a∗(e, Ihw).

In addition to the already mentioned lemmata in Step 1 use Lemma 4.1 (32), Lemma 3.8

(20), Lemma 4.2 (34), and a sufficiently large γ > γ0 > 0 to estimate

|a∗(e, w − Ihw)| ≤ 1

4
‖e‖2

L2,2
+ δ

2
‖e‖2

H1,1
.

For the other term, we estimate

|a∗(e, Ihw)| ≤ ch2‖e‖H1‖Ihw‖H1 ≤ ch4‖u‖2

W2,∞(�(t)) +
1

4
‖e‖2

L2,2
.

By absorption, this implies (38).

The final estimate is shown by combining (37) and (38), and choosing δ > 0 such

that ĉδ < 1. Then, an absorption finishes the proof.

Theorem 4.1 There exist constants c > 0 independent of h and t such that

‖u − (Ph,1(t)u)l‖L∞(�(t)) ≤ ch2 | log h|3/2‖u‖W2,∞(�(t)),

‖u − (Ph,1(t)u)l‖W1,∞(�(t)) ≤ ch | log h|‖u‖W2,∞(�(t)), (u ∈ W 2,∞(�(t))).

Proof Using Lemma 3.9, Lemma 3.5 (12), and Lemma 3.6 (14), we get

‖u − P1u‖W1,∞(�(t)) ≤ ‖u − Ihu‖W1,∞(�(t)) + c‖Ĩhu − Ph,1u‖W1,∞(�h(t))

≤ ch‖u‖W2,∞(�(t)) + c| log h|1/2‖Ĩhu − Ph,1u‖H1,1

≤ ch | log h|‖u‖W2,∞(�h(t)) + c‖u − (Ph,1u)l‖H1,1.

For the W 1,∞ -estimate use Lemma 4.3 to estimate the weighted norms. The L∞ -estimate

is obtained in a similar way.
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Remark 4.1 The paper of Demlow [27] (dealing with elliptic problems on stationary

surfaces) contains a related result in Corollary 4.6, however, it does not directly imply

Lemma 4.3. There are two crucial differences compared to the theorem above. As there

is no surface evolution in [27], the constants appearing in his proof would need to be

shown being uniform in time.1 Furthermore, Demlow uses a different Ritz map (denoted

by ũ�hk there): instead of using the positive definite bilinear form a∗(·, ·) in (29), he uses

the original positive semidefinite bilinear form a(·, ·) and works with functions with mean

value zero.

4.3 Maximum norm material derivative error estimates
As the material derivative does not commute with the time dependent Ritz map, that is, ∂•

h P1(t)u �=
P1(t)∂•

h u, we have to bound the error ∂•
h (u−P1(t)u). Again, we first show our estimates in the weighted

norms, and then use these results for the L∞ and W 1,∞ norm error estimates. Up to the authors knowledge

such a maximum norm error estimate for the material derivative of the Ritz map have not been shown

in the literature before.

For this subsection, we write Ph,1u instead of Ph,1(t)u and further P1u instead of P1(t)u.

We first state a substitute for our weighted pseudo Galerkin inequality (30).

Lemma 4.4 There exists a constant c > 0 independent of h and t such that for all u ∈
W 2,∞(GT ) and ϕh ∈ Sl

h(t) it holds

|a∗(∂•
h (u − P1u),ϕh)| ≤ c(h2‖∂•

h (u − P1u)‖H1,1

+ h| log h|1/2(‖u‖W2,∞(�(t)) + ‖∂•u‖W1,∞(�(t))))‖ϕh‖H1,−1. (39)

Proof The main idea is given by Dziuk and Elliott in [5]. Using (6) and Lemma 3.6 (14)

it is easy to verify

‖∂•
h P1u‖H1,1 ≤ ‖∂•

h u − ∂•
h P1u‖H1,1

+ c | log h|1/2(‖∂•u‖W1,∞(�(t)) + h‖u‖W2,∞(�(t))). (40)

Let φh ∈ Sh(t), such that ϕh = φl
h. Taking time derivative of the definition of the Ritz

map (29), using the discrete transport properties (8) Lemma 3.2, and the definition of the

Ritz map, we obtain

a∗(∂•
h u − ∂•

h P1u,ϕh) = a∗
h(∂

•
h Ph,1u,φh)− a∗(∂•

h P1u,ϕh)

+ (gh + bh)(Vh; u−l,φh)− (g + b)(vh; u,ϕh)

− (gh + bh)(Vh; u−l − Ph,1u,φh). (41)

Then estimate using Lemma 3.7 (16), (17), Lemma 4.3 (36), and the above inequality to

finish the proof (cf. [21, Thm. 7.2]).

Lemma 4.5 For k ∈ {0, 1}, there exists c = c(k) > 0 independent of t and h such that
for u ∈ W 3,∞(GT ), the following inequalities hold

‖∂•
h u − Ih∂

•u‖Wk,∞(�(t)) ≤ ch2−k(‖u‖W2,∞(�(t)) + ‖∂•u‖W2,∞(�(t))), (42)

1 In fact, some of them is later shown to be t-independent in the Appendix.
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‖∂•
h u − Ih∂

•u‖2

L2,2
+ ‖∂•

h u − Ih∂
•u‖2

H1,1

≤ ch2 | log h|(‖u‖W2,∞(�(t)) + ‖∂•u‖W2,∞(�(t))). (43)

Proof Using (6), we get

‖∂•
h u − Ih∂

•u‖Wk,∞(�(t))

≤ ‖(v − vh) · ∇�u‖Wk,∞(�(t)) + ‖∂•u − Ih∂
•u‖Wk,∞(�(t)).

Use Lemma 3.9 and (7) to show the first estimate.

For the second inequality use a Hölder estimate, and (42) with Lemma 3.6 (13) and

(14).

Lemma 4.6 There exists h0 > 0 sufficiently small and γ0 > 0 sufficiently large and a
constant c = c(h0, γ0) > 0 such that for u ∈ W 3,∞(GT ), the following holds

‖∂•
h u − ∂•

h P1u‖2

L2,2
+ ‖∂•

h u − ∂•
h P1u‖2

H1,1

≤ ch2 | log h|4(‖u‖2

W2,∞(�(t)) + ‖∂•u‖2

W2,∞(�(t))). (44)

Proof This proof has a similar structure as Lemma 4.3, and as it also uses similar argu-

ments, we only give references if new lemmata are needed. For the ease of presentation,

we set e = u − P1u and split the error as follows

∂•
h e = (∂•

h u − Ih∂
•u)+ (Ih∂

•u − ∂•
h P1u) =: σ + θh.

Step 1: Our goal is to prove

‖∂•
h e‖2

H1,1
≤ ch2 | log h|(‖u‖2

W2,∞(�(t)) + ‖∂•u‖2

W2,∞(�(t)))+ ĉ‖∂•
h e‖2

L2,2
. (45)

We start with

‖∂•
h e‖2

H1,1
≤ a∗(∂•

h e,μ−1∂•
h e)+ c‖∂•

h e‖2

L2,2

and continue with

a∗(∂•
h e,μ−1∂•

h e) = a∗(∂•
h e,μ−1σ)

+ a∗(∂•
h e,μ−1θh − I(μ−1θh))

+ a∗(∂•
h e, I(μ−1θh)) = I1 + I2 + I3.

We estimate the three terms separately. For the first ε-Young’s inequality and Lemma

4.5 (43) yields

|I1| ≤ ε‖∂•
h e‖2

H1,1
+ ch2 | log h|(‖u‖2

W2,∞(�(t)) + ‖∂•u‖2

W2,∞(�(t))).

For a sufficiently small 0 < h < h0, we obtain

|I2| ≤ ε‖∂•
h e‖2

H1,1
+ c(‖∂•

h e‖2

L2,2
+ h2 | log h|(‖u‖2

W2,∞(�(t)) + ‖∂•u‖2

W2,∞(�(t)))).
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Using Lemma 4.4 (39) and a 0 < h < h1 sufficiently small, we arrive at

|I3| ≤ ε‖∂•
h e‖2

H1,1
+ c(‖∂•

h e‖2

L2,2
+ h2 | log h|(‖u‖2

W2,∞(�(t)) + ‖∂•u‖2

W2,∞(�(t)))).

These estimates together, and absorbing ‖∂•
h e‖H1,1, imply (45).

Step 2: Using again an Aubin–Nitsche like argument we show that, for any δ > 0

sufficiently small, we have

‖∂•
h e‖2

L2,2
≤ δ‖∂•

h e‖2

H1,1
+ ch2 | log h|4(‖u‖2

W2,∞(�(t)) + ‖∂•u‖2

W2,∞(�(t))). (46)

Let w ∈ H2(�(t)) be the weak solution of

−��w + w = μ−2∂•
h e.

Then, we have

‖∂•
h e‖L2,2 = a∗(∂•

h e, w − Ihw)+ a∗(∂•
h e, Ihw).

Again let ε > 0 be a small number. For γ > γ0 sufficiently big, we get

|a∗(∂•
h e, w − Ihw)| ≤ ε‖∂•

h e‖2

H1,1
+ δ‖∂•

h e‖2

L2,2

Using (41) and proceeding similar like in Dziuk and Elliott [5, Theorem 6.2], by adding

and subtracting terms, we get

a∗(∂•
h e, Ihw) = −(a∗(∂•

h P1u, Ihw)− a∗
h(∂

•
h Ph,1u, Ĩhw)

+ (g + b)(vh; u, Ihw)− (gh + bh)(Vh; u−l, Ĩhw)

+ (gh + bh)(Vh; u−l − Ph,1u, Ĩhw)− (g + b)(vh; u − P1u, Ihw)

+ (g + b)(vh; u − P1u, Ihw)− (g + b)(v; u − P1u, Ihw)

+ (g + b)(v; u − P1u, Ihw)− (g + b)(v; u − P1u, w)

+ (g + b)(v; u − P1u, w))

= J1 + J2 + J3 + J4 + J5 + J6.

Use Lemma 3.7 (17), (40), Lemma 4.3 (36), and the inequality

h‖Ihw‖H1,1 ≤ ε‖∂•
h e‖L2,2,

for γ > γ1 sufficiently big, we obtain

|J1| + · · · + |J4| ≤ δ‖∂•
h e‖2

H1,1
+ ε‖∂•

h e‖2

L2,2
+ ch2(‖u‖2

W2,∞ + ‖∂•u‖2

W1,∞).

With the same arguments like for a∗(∂•
h e, w − Ihw), we estimate

|J5| ≤ ε‖∂•
h e‖2

H1,1
+ δ‖∂•

h e‖2

L2,2
,
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for γ > γ2 sufficiently big. For γ > γ3 sufficiently big, we estimate the last term as

follows

|J6| ≤ c‖e‖L2,1‖w‖H2,−1

≤ c‖e‖L∞| log ρ|1/2‖w‖H2,−1

≤ ch2| log h|3/2‖u‖W2,∞‖w‖H2,−1

≤ ε‖∂•
h e‖2

L2,2
+ ch2 | log h|4‖u‖2

W2,∞ .

By absorption, these estimates together imply (46).

The final estimate is shown by combining (45) and (46), and choosing δ > 0, such

that ĉδ < 1. Then, a further absorption finishes the proof.

From the weighted version of the error estimate in the material derivatives, the L∞ norm estimate

follows easily.

Theorem 4.2 (Errors in the material derivative of the Ritz projection). Let z ∈ W 3,∞(GT ).
For a sufficiently small h < h0 and a sufficiently big γ > γ0 there exists c = c(h0, γ0) > 0

independent of t and h such that

‖∂•
h (z − (Ph,1(t)z)l)‖L∞(�(t)) ≤ ch2| log h|3(‖z‖W2,∞(�(t)) + ‖∂•z‖W2,∞(�(t))),

‖∂•
h (z − (Ph,1(t)z)l)‖W1,∞(�(t)) ≤ ch | log h|5/2(‖z‖W2,∞(�(t)) + ‖∂•z‖W2,∞(�(t))).

Proof The above results are shown by exactly following the proof of Theorem 4.1, with

Lemma 4.6 (44) being the main tool.

5 MAXIMUM NORM PARABOLIC STABILITY

The purpose of this section is to derive an evolving surface finite element weak discrete maximum

principle. The proof is modeled on the weak discrete maximum principle from Schatz et al. [15]. For

this, we are going to need a well-known matrix formulation of (4), which is due to Dziuk and Elliott

[4].

The matrix–vector formulation was first used for theoretical reasons in Dziuk et al. [6], in order to

show stability and convergence of time discretizations of (4).

Using the matrix–vector formulation, we derive a discrete adjoint problem of (4), which does not

arise in Schatz et al. [15]. Here, it arises in a natural way, as the ESFEM evolution operator is not

self adjoint. We then deduce a corresponding a priori estimate, and finally prove our weak discrete

maximum principle.

5.1 A discrete adjoint problem
A matrix ODE version of (4) can be derived by setting

Uh( · , t) =
N∑

j=1

αj(t)χj(·, t),

testing with the basis function φh = χj, where Sh(t) = lin
{
χj|j = 1, . . . , N

}
, and using the transport

property (3).
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Proposition 5.1 (ODE system). The spatially semidiscrete problem (4) is equivalent to
the following linear ODE system for the vector α(t) = (αj(t))Nj=1

∈ RN , collecting the
nodal values of Uh(·, t):

d
dt
(M(t)α(t))+ A(t)α(t) = 0,

α(0) = α0, (47)

where the evolving mass matrix M(t) and stiffness matrix A(t) are defined as

M(t)|kj =
∫
�h(t)

χjχk , A(t)|kj =
∫
�h(t)

∇�hχj · ∇�hχk , (j, k = 1, 2, . . . , N).

Definition 5.1 Let 0 ≤ s ≤ t ≤ T . For given initial value wh ∈ Sh(s) at time s, there

exists unique2 solution uh. This defines a linear evolution operator

Eh(t, s) : Sh(s) → Sh(t), wh �→ uh(t).

We define the adjoint of Eh(t, s)

Eh(t, s)∗ : Sh(t) → Sh(s)

via the equation

mh(t; Eh(t, s)ϕh(s), wh(t)) = mh(s;ϕh(s), Eh(t, s)∗wh(t)), (48)

where ϕh(s) ∈ Sh(s) and wh(t) ∈ Sh(t) are some arbitrary finite element functions.

Lemma 5.1 (Adjoint problem). Let s ∈ [0, t], where t ∈ [0, T ] and wh(t) ∈ Sh(t). Then,
u�h(s) = E(t, s)∗wh(t) is the unique solution, for every φh ∈ Sh(t),

{
mh(s; ∂

•,s
h u�h,φh)− ah(s; u�h,φh) = 0, on �(s)

u�h(t) = wh(t), on �(t).
(49)

where ∂•,s
h is the discrete material derivative with respect to the backwards time s (defined

as the one in Section 3.3).

Remark 5.1 The problem (49) has the structure of a backward heat equation, where s

is going backward in time. Hence, we considered (49) as a PDE of parabolic type. We

recall, that using Lemma 3.2 we may write Equation (4) equivalently as

{
mh(t; ∂•

h uh + (∇�h · Vh)uh,ϕh)+ ah(t; uh,ϕh)= 0, on �(t),
uh(0)= u0h, on �(0)

(50)

2 Compare to Dziuk and Elliott [4].
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The problems (50) and (49) differ in the following way: If the initial data for (49) is
constant, then it remains so for all times. In general, this does not hold for solutions of
(50). On the other hand, (50) preserves the mean value of its initial data, which is in
general not true for a solution of (49).

Proof of Lemma 5.1 First, we investigate the finite element matrix representation of

Eh(t, s) with respect to the standard finite element basis, which we denote by Eh(t, s).
From (47), we have

d
dt
(M(t)Eh(t, 0)uh(0))+ A(t)Eh(t, 0)uh(0) = 0.

Let �(t, s) the resolvent matrix of the ODE

dξ
dt

+ A(t)M(t)−1ξ = 0.

Then, obviously it holds

Eh(t, s) = M(t)−1�(t, s)M(s).

Denote by Eh(t, s)∗ the matrix representation of Eh(t, s)∗. From Equation (48), it follows

Eh(t, s)∗ = M(s)−1Eh(t, s)T M(t) = �(t, s)T .

Now, we calculate d�(t,s)
ds . Note that �(t, s) = �(s, t)−1 and it holds

d�(s, t)−1

ds
= −�(s, t)−1 d�(s, t)

ds
�(s, t)−1.

From that it easily follows

d�(t, s)
ds

= �(t, s)A(s)M(s)−1,

which now implies

dEh(t, s)∗

s
= M(s)−1A(s)Eh(t, s)∗.

5.2 A discrete delta and Green’s function
Let δh = δ

xh
h = δ

t,xh
h ∈ Sh(t) be a finite element discrete delta function defined as

mh(t; δ
t,xh
h ,ϕh) = ϕh(xh, t) (ϕh ∈ Sh(t)). (51)

If δxh : �h(t) → R is a finite element function having support in the triangle Eh containing xh, then

as dim�h(t) = 2, one easily calculates ‖δxhσ xh‖L2(�h(t)) ≤ c for some constant independent of h and t.
For the discrete delta function δh, a similar result holds.
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Lemma 5.2 There exists c > 0 independent of t and h:

‖σ xhδ
xh
h ‖L2(�h(t)) ≤ c (xh ∈ �h(t)).

The proof is a straightforward extension of the corresponding one in Schatz et al. [15] and uses the

exponential decay property of the L2-projection, cf. Theorem 3.1 (25).

Next, we define a finite element discrete Green’s function as follows. Let s ∈ [0, T ]. For given

uh ∈ Sh(s), there exists a unique ψh ∈ Sh(s) such that

a∗
h(s;ψh,ϕh) = mh(s; uh,ϕh) ∀ϕh ∈ Sh(s).

This defines an operator

T ∗,s
h : Sh(s) → Sh(s), T ∗,s

h uh = ψh.

We call Gs,x
h = T ∗,s

h δ
s,x
h a discrete Green’s function.

A short calculation shows that for all 0 �= ϕh ∈ Sh(s) it holds

mh(s; T ∗,s
h ϕh,ϕh) > 0,

which implies that Gs,x
h (x) > 0. Actually, we can bound the singularity x with c | log h|.

Lemma 5.3 For the discrete Green’s function Gs,x
h , we have the estimate

Gs,x
h (x) ≤ c | log h|.

Proof Using Lemma 3.12 with (5), we estimate as

‖Gs,x
h ‖L∞(�h(s)) ≤ c | log h|1/2‖Gs,x

h ‖H1(�h(s)) = c | log h|1/2
√

Gs,x
h (x).

The next lemma needs a different treatment then the one presented in Schatz et al. [15]. The reason

for that is that the mass and stiffness matrix depend on time and further the stiffness matrix is singular.

Lemma 5.4 Let be u�h a solution of (49). Then, we have the estimate

∫ t

0

||u�h‖2

L2(�h(s))
ds ≤ c · mh(t; T ∗,t

h u�h, u�h).

Proof Note that Lemma 3.2 (9) reads with the matrix notation as follows: If Zh and φh

are the coefficient vectors of some finite element function, then we have the estimate

ZT
h

dM(s)
ds

φh ≤ c
√

ZT
h M(s)Zh

√
φT

h M(s)φh,

ZT
h

dA(s)
ds

φh ≤ c
√

ZT
h A(s)Zh

√
φT

h A(s)φh. (52)
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In the following with drop the s dependency. Let u be the time-dependent coefficient

vector of u�h. Then, we have

0 = −M
du
ds

+ Au = −M
du
ds

+ (A + M)u − Mu.

Equivalently, we write this equation as

− 1

2

d
ds

[uT M(A + M)−1Mu]

= −uT Mu + uT M(A + M)−1Mu − 1

2
uT d

ds
[M(A + M)−1M]u.

The last term expanded reads

1

2
uT d

ds
[M(A + M)−1M]u

= uT dM
ds
(A + M)−1Mu + 1

2
uT M

d(A + M)−1

ds
Mu = I1 + I2.

Using (52) and a Young’s inequality, we estimate as

|I1| ≤ c · uT M(A + M)−1Mu + 1

2
uT Mu.

|I2| = 1

2

∣∣∣∣uT M(A + M)−1 d(A + M)
ds

(A + M)−1Mu
∣∣∣∣

≤ c · uT M(A + M)−1Mu.

Putting everything together, we obtain

− d
ds

[uT M(A + M)−1Mu] ≤ −uT Mu + c · uT M(A + M)−1Mu.

The claim then follows from Lemma C.1.

5.3 A weak discrete maximum principle
Proposition 5.2 Let Uh(x, t) ∈ Sh(t) the ESFEM solution of our linear heat problem.
Then, there exists a constant c = c(T , v) > 0, which depends exponentially on T and v
such that

‖Uh(t)‖L∞(�h(t)) ≤ c | log h|‖Uh(0)‖L∞(�h(0)).

Proof There exists xh ∈ �h(t) such that

‖Uh(t)‖L∞ = |Uh(xh, t)| = mh(t; Uh(t), δ
t,xh
h ) = mh(t; E(t, 0)U0

h , δ
t,xh
h )

= mh(0; U0
h , E(t, 0)∗δt,xh

h ) ≤ ‖U0
h ‖L∞‖E(t, 0)∗δt,xh

h ‖L1 .

The claim follows from Lemma 5.5.
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Lemma 5.5 For Gx
h(t, s) = Eh(t, s)∗δt,x

h , where δt,x
h is defined via (51) and Eh(t, s)∗ is

defined via (48), it holds

‖Gx(t, 0)‖L1(�h(0))
≤ c | log h|,

where the constant c = c(T , v) depending exponentially on T and v such and is
independent of x, h, t, and s.

Proof The proof presented here is a modification of the proof from Schatz et al. [15,

Lemma 2.1]. We estimate

‖Gx
h(t, 0)‖L1(�h(0))

≤ ‖1/σ x‖L2(�h(0))
‖σ xGx

h(t, 0)‖L2(�h(0))
.

With Subsection B.1, it follows

‖1/σ x‖2

L2(�h(0))
≤ c | log h|.

It remains to show

‖σ xGx
h(t, 0)‖2

L2(�h(0))
≤ c | log h|.

In the following, we abbreviate σ = σ x and Gh = Gx
h(t, s). With Equation 49 and the

discrete transport property, we proceed as follows

− 1

2

d
ds

‖σGh‖2

L2(�h(s))
+ ‖σ∇�h Gh‖2

L2(�h(s))

= −mh(s; ∂
•,s
h Gh, σ 2Gh)+ ah(s; Gh, σ 2Gh)

− 2mh(s; σ∇�h Gh, Gh∇�hσ)

− mh(s; ∂
•,s
h σ , σG2

h)− 1

2
mh(s; σ 2G2

h, ∇�h · Vh)

= −mh(s; ∂
•,s
h Gh, σ 2Gh − ψh)+ ah(s; Gh, σ 2Gh − ψh)

− 2mh(s; σ∇�h Gh, Gh∇�hσ)

− mh(s; Gh∂
•,s
h σ , σGh)− 1

2
mh(s; σ 2G2

h, ∇�h · Vh)

= I1 + I2 + I3 + I4 + I5.

For the choice ψh = P0(σ
2Gh), we have I1 = 0. Using Cauchy–Schwarz inequality,

Lemma 3.14 and an inverse estimate 3.4, we get

|I2| ≤ c(‖Gh‖2

L2(�h(s))
+ ‖Gh‖L2(�h(s)) · ‖σ∇�h Gh‖L2(�h(s))).

Using Lemma 3.13 (28), we obtain

|I3| ≤ c‖Gh‖L2(�h(s))‖σ∇�h Gh‖L2(�h(s)).
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Using Lemma 3.13 (27), we have

|I4| ≤ c‖Gh‖L2(�h(s))‖σGh‖L2(�h(s)),

|I5| ≤ c‖σGh‖2

L2(�h(s))
.

After a Young’s inequality, we have

− d
ds

‖σGh‖2

L2(�h(s))
+ ‖σ∇�h Gh‖2

L2(�h(s))
≤ c‖Gh‖2

L2(�h(s))
+ c‖σGh‖2

L2(�h(s))
.

Lemma C.1 yields

‖σGh(t, 0)‖2

L2(�h(0))
≤ c

(∫ t

0

||Gh(t, s)‖2

L2(�h(s))
ds + ‖σ xδx

h‖L2(�h(0))

)
.

For the first term, we get from Lemma 5.4 and Lemma 5.3 the bound∫ t

0

||Gh(t, s)‖2

L2(�h(s))
ds ≤ c | log h|.

The last term is bounded according to Lemma 5.2.

Remark 5.2 By using the techniques of [19] instead of [15], the logarithmic factor

| log(h)| is expected to disappear, however, this would lead to a much more technical and

quite lengthy proof, as already noted in the introduction.

6 CONVERGENCE OF THE SEMIDISCRETIZATION

Theorem 6.1 Let �(t) be an evolving surface of dimension two, let the function u :

�(t) → R be the solution of (1) and let uh = Ul
h ∈ H1(�(t)) be the solution of (4). If it

holds

‖Ph,1(t)u − Uh‖L∞(�h(t)) ≤ ch2,

then there exists h0 > 0 sufficiently small and c = c(h0) > 0 independent of t, such that
for all 0 < h < h0, we have the estimate

‖u − uh‖L∞(�(t)) + h‖u − uh‖W1,∞(�(t))

≤ ch2 | log h|4(1 + t)(‖u‖W2,∞(�(t)) + ‖∂•u‖W2,∞(�(t))).

Proof We use here the notations Ph,1u = Ph,1(t)u, P1u = (Ph,1u)l and uh = Ul
h. We

then split the error as follows

u − uh = (u − P1u)+ (Ph,1u − Uh)
l = σ + θ l

h.

Because of Theorem 4.1, it remains to bound θh. It suffices to prove an L∞ -estimate for

θh, as the W 1,∞ -bounds follows by an inverse inequality.
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Obviously, there exists Rh ∈ Sh(t) such that for all φh ∈ Sh(t) it holds

d
dt

∫
�h(t)

θhφh +
∫
�h(t)

∇�hθh · ∇�hφh −
∫
�h(t)

θh∂
•
hφh =

∫
�h(t)

Rhφh.

By the variation of constant formula, we deduce

θh(t) = Eh(t, 0)θh(0)+
∫ t

0

Eh(t, s)Rh(s)ds.

With Proposition 5.2, we get

‖θh‖L∞(�h(t)) ≤ c | log h|(‖θh(0)‖L2(�h(t)) + tmaxs∈[0,t]‖Rh(s)‖L∞(�h(t))).

Observe that if we denote by ϕh := φl
h, then a quick calculation reveals

mh(Rh,φh) = mh(∂
•
h Ph,1u,φh)+ gh(Vh; Ph,1u,φh)+ ah(Ph,1u,φh)

− (m(∂•
h u,ϕh)+ g(vh; u,ϕh)+ a(u,ϕh)) (53)

Lemma 6.1 finishes the proof.

Lemma 6.1 Assume that Rh ∈ Sh(t) satisfies for all φh ∈ Sh(t) with ϕh := φl
h Equation

(53). Then, it holds

‖Rh‖L∞(�h(t)) ≤ ch2 | log h|3(‖u‖W2,∞(�(t)) + ‖∂•u‖W2,∞(�(t))).

Proof Using Definition 3.3 (24), (53) and as L∞ is the dual of L1, we deduce

‖Rh‖L∞(�h(t)) = sup
fh∈L1(�h(t))‖fh‖L1(�h(t))

=1

mh(Rh, fh) = sup
fh∈L1(�h(t))‖fh‖L1(�h(t))

=1

mh(Rh, P0fh).

Now consider

mh(Rh, P0fh) = mh(∂
•
h Ph,1u, P0fh)− m(∂•

h u, P0f l
h)

+ gh(Vh; Ph,1u, P0fh)− g(vh; u, P0f l
h)

+ ah(Ph,1u, P0fh)− a(u, P0f l
h)

= I1 + I2 + I3.

Using Lemma 3.3 and Theorem 3.1, it is easy to see

|I1| ≤ c(‖∂•
h u − ∂•

h (Ph,1u)l‖L∞(�(t))

+ h2(‖∂•u‖L∞(�(t)) + h2‖u‖W1,∞(�(t))))‖fh‖L1(�h(t))

|I2| ≤ c(‖u − Ph,1ul‖L∞(�(t)) + h2‖u‖L∞(�(t)))‖fh‖L1(�h(t))

|I3| ≤ c(h2‖u‖L∞(�(t)) + ‖u − (Ph,1u)l‖L∞(�(t)))‖fh‖L‘1(�h(t))

Theorems 4.1 and 4.2 imply the claim.
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7 NUMERICAL EXPERIMENTS

7.1 Convergence tests
We present a numerical experiment for an evolving surface parabolic problem discretized in space

by the ESFEM. As a time discretization method, we choose backward difference formula 4 with a

sufficiently small time step (in all the experiments we choose τ = 0.001).

As initial surface �0 we choose the unit sphere S2 ⊂ R3. The dynamical system is given by

�(x, y, z, t) = (
√

1 + 0.25 sin(2π t)x, y, z), which implies the velocity v(x, y, z, t) = (π cos(2π t)/(4 +
sin(2π t))x, 0, 0), over the time interval [0, 1]. As the exact solution, we choose u(x, y, z, t) = xye−6t .

The complicated right-hand side was calculated using the computer algebra system Sage [28].

We give the errors in the following norm and seminorm

L∞(L∞) : max
1≤n≤N

‖un
h − u(·, tn)‖L∞(�(tn)),

L2(W 1,∞) :

(
τ

N∑
n=1

|∇�(tn)(u
n
h − u(·, tn))|2L∞(�(tn))

)1/2

.

The experimental order of convergence (EOC) is given as

EOCk = ln(ek/ek−1)

ln(2)
, (k = 2, 3, . . . , n),

where ek denotes the error of the kth level.

Table 1 reports on the EOCs for the ESFEM—backward Euler solution of the evolving surface PDE

example detailed above. According to Theorem 6.1, the L∞(L∞) error is expected to have convergence

order 2, while we expect order 1 in the L∞(W 1,∞) norm. The numerical experiments match with the

theoretical convergence rates, while the obtained logarithmic factor is not detected numerically.

7.2 Discrete maximum principle on evolving surfaces
We conducted a further experiment regarding discrete maximum principle on evolving surfaces.

Although this is not our main interest in the present paper, but it is suitable here to explore such

numerical examples. As it is well known, the homogeneous heat equation started from an initial con-

dition u0 ≡ 1 on an evolving surface may lead to nonconstant solutions. The maximum of the solution

depends on the deformation of the surface, that is, on the velocity v.

As an initial surface, we have chosen the sphere with radius 1, �(0) = {|x| = 1}, and numerically

solved the problem (1) with f = 0 and u0 ≡ 1, with three different velocities. In Figure 1, we have

plotted the time evolutions at times t = 0, 0.25, 0.5, 0.75, 1 (from top to bottom) for all three surface

TABLE 1 Errors and experimental order of convergences (EOCs) in

the L∞(L∞) and L2(W1,∞) norms

Level dof L∞(L∞) EOCs L2(W1,∞) EOCs

1 126 0.00918195 – 0.01921707 –

2 516 0.00308305 1.57 0.01481673 0.37

3 2070 0.00100752 1.61 0.00851267 0.80

4 8208 0.00025326 1.99 0.00399371 1.09
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FIGURE 1 The numerical solutions (and their maximum values) for the three surface evolutions shrinking sphere,

bouncing ellipsoid, and “baseball bat” (from left to right), at t = 0, 0.25, 0.5, 0.75, 1 (from top to bottom) [Color figure

can be viewed at wileyonlinelibrary.com]
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evolutions (from left to right): for a shrinking sphere �(t) = {|x| = 1 − t/2} (left), for the bouncing

ellipsoid example from Section 7.1 (middle), and the “baseball bat” like surface from Test Problem 2

of [29], or see also [21, Example 9.2] (right). The surface of the latter case is given by:

�(t) =
{
(x1 + max {0, x1} t,

g(x, t)x2√
x2

2 + x2
3

,
g(x, t)x3√

x2
2 + x2

3

) | x ∈ �(0) = S2

}
,

g(x, t) = e−2t
√

x2
2 + x2

3 + (1 − e−2t)((1 − x2
1)(x

2
1 + 0.05)+ x2

1

√
1 − x2

1).
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APPENDIX A: GREEN’S FUNCTION FOR EVOLVING
SURFACES

Aubin [25, Section 4.2] proves existence of a Green’s function on a closed manifold M, that is a

function which satisfies in M × M

�Qdistr.G(P, Q) = δP(Q),
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where � is the Laplace–Beltrami operator on M. The Green’s function is unique up to a constant. For

Lemma 3.12, we need that the first derivative of a Green’s function can be bounded independent of t.

Theorem A.1 (Green’s function). Let �(t)with t ∈ [0, T ] be an evolving surface. There
exists a Green’s function G(t; x, y) for �(t). The value of G(x, y) depends only on the
value of dist�(t)(x, y). G(x, y) satisfies the inequality

|∇x
�G(t; x, y)| ≤ c

1

dist�(t)(x, y)
.

for some c > 0 independent of t.
Furthermore for all functions ϕ ∈ C2(GT ), it holds

ϕ(x, t) = 1

V

∫
�(t)
ϕ(y, t)dy −

∫
�(t)

G(t; x, y)��ϕ(y, t)dy. (54)

Proof As noted in Aubin [25, 4.10], the distance r = dist�(t)(x, y) is only a Lipschitzian

function on �(t). To use his construction, we therefore need to revise that the injectivity

radius at any point P ∈ �(t) can be bounded by below by a number independent of P and

t. This follows if the Riemannian exponential map is continuous in t and from Lemma

C.2. To prove that the Riemannian exponential map is continuous one carefully revises

the construction of exponential map as it is given in Chavel [30, Chapter 1]. Formula

(54) follows from Aubin [25, Theorem 4.13] and that the constant is independent of t is

a straightforward calculation.

APPENDIX B: CALCULATIONS WITH SOME WEIGHT
FUNCTIONS ON EVOLVING SURFACES

B.1 Integration with geodesic polar coordinates on evolving surfaces
Assume we have a sufficiently smooth function f : �(t)×�(t) → R, where the value f (x, y) depends

only on the distance r = dist�(t)(x, y). In the flat case, that is, � ⊂ Rm, we can use polar coordinates

to show the integral

∫
�

f (x, y)dy ≤ c
∫ R

0

rm−1f (r)dr.

For a surface �(t), this is more difficult. The purpose of this section is to derive a similar bound for∫
�(t)

f (x, y)dy.

Applying the well known coarea formulae to the distance function r, cf. Chavel [30, Theorem 3.13]

and Morgan [31, Theorem 3.13], we obtain∫
�(t)

f (x, y)dy =
∫ ∞

0

∫
{dist�(t)(x,y)=r}

f (r)dωdr

=
∫ ∞

0

Hm(
{
dist�(t)(x, y) = r

}
)

rm f (r)rmdr,
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where Hm denotes the m-dimensional Hausdorff measure. Obviously, there exists a positive number

R > 0 independent of t and x, y ∈ �(t) such that for all r ≥ R it holds

Hm(dist�(t)(x, y) = r) = 0. (55)

Lemma B.1. There exists c > 0 independent of t and p, q ∈ �(t) such that

Hm(
{
dist�(t)(p, q) = r

}
) ≤ c.

Proof For a fix point p ∈ �(t) it is possible to use the Riemannian exponential map to

flat out �(t), cf. Figure 1 for an illustration on the torus. We make this argument precise.

As �(t) is compact we have that �(t) is geodesic complete, that is, the Riemannian

exponential map is defined on the whole tangent bundle.

For r ∈ [0, ∞), let

Sp(r) := {
v ∈ Tp�(t)|gp(v, v) = r2

}
be the sphere of radius r, where gp is the Riemannian metric. For v ∈ Sp(1), we have that

fv : [0, ∞) → �, λ �→ expp(λv).

is a geodesic. It is well known that a geodesic is just locally length minimizing. Hence

there exists a unique λ∗(v) > 0, such that fv|[0, λ∗(v)] is a length minimizing geodesic

and for every ε > 0, we have that fv|[0, λ∗(v)+ ε] is not anymore length minimizing. We

define

Wp(t) := {
w ∈ Tp�(t)|w = λ · v with v ∈ Sp and λ ∈ [0, λ∗(v)]

}
.

The Hopf-Rinow theorem states that two points on a geodesic complete manifold can be

joint by a length minimizing geodesic. Hence, it holds

expp(Wp ∩ Sp(r)) = {
dist�(t)(p, q) = r

}
.

Applying a general area-coarea formula, cf. [31, Theorem 3.13], shows the bound

{
dist�(t)(p, q) = r

} ≤ crm,

where c is independent of p. r can be bounded by R, cf. (55).

Lemma B.2 There exists c > 0 depending on t ∈ [0, T ] and x ∈ �(t) such that

sup
r>0

Hm(
{
dist�(t)(x, y) = r

}
)

rm ≤ c.

Proof A corollary of Gray [32, Theorem 3.1.] is the following formula:

Hm(
{
dist�(t)(x, y) = r

}
) = ωmrm(1 − r2

∫ 1

0

f (σ r)dσ),
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FIGURE B1 Illustration of a possible Wp for the Torus as a subset of R3 with induced metric. Note that the

opposite boundary of Wp are identified. It holds expp(wi,∗) = qi and expp(0) = p [Color figure can be viewed at

wileyonlinelibrary.com]

where ωm is the volume of the m-dimensional sphere of Rm+1, where r is assumed to be

smaller than the injectivity radius, that is, the biggest possible λ∗(v) from the proof of

Lemma B.1 and where f is some function depending smoothly on r and x. We easily see

lim
r→0

Hm(
{
dist�(t)(x, y) = r

}
)

rm = ωm.

This implies

Hm(
{
dist�(t)(x, y) = r

}
)

rm ≤ c

for all r smaller than the injectivity radius. For all larger r, we conclude with Lemma B.1.

Combining Lemma B.2 with Lemma B.1, we obtain

∫
�(t)

f (x, y)dy ≤ c
∫ R

0

rmf (r)dr.

B.2 Comparison of extrinsic and intrinsic distance
Lemma B.3. There exists a constant c > 0 independent of t such that for all x, y ∈ �(t)
the following inequality holds

c · dist�(t)(x, y) ≤ |x − y|. (56)

Proof For simplicity, we assume that �(t) = �0 for all t ∈ [0, T ]. The basic idea

is to find a radius r > 0 and two constants c1, c2 > 0 such that (56) holds with c1 for

dist�(t)(x, y) ≤ r and with c2 for dist�(t)(x, y) ≥ r.
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Observe that from the compactness from �0 it follows that there exists r > 0 such that

for all dist�(t)(x, y) ≤ r it holds

ν(x) · ν(y) ≥ cos(π/6).

After rotation we may assume x = 0, ν(x) = en+1 and that �0 may be written as graph of

a smooth function, that means that there exits f : U(x) → R smooth with U(x) ⊂ Rn

an open subset, such that z = (z′, w) ∈ �0 ⊂ Rm × R with dist�(t)(z, x) ≤ r, if and

only if z′ ∈ U(x) and w = f (z′). For x = (0, 0) and y = (y′, f (y′)) consider the path

t �→ (ty′, f (ty′)). We calculate

dist�(t)(x, y) ≤
∫ 1

0

√
1 + dfty′y′dt ≤

√
1+ ‖ f ‖2

W1,∞ |y′| ≤
√

1+ ‖ f ‖2

W1,∞ |y − x|.

Now the derivatives of f are bounded by m · tan(π/6).

To get the existence of c2 > 0 observe that dist�(t) is continuous and hence the set

dist−1
�(t) {r > 0} is compact. On this set the function |x − y| does not vanish and takes it

maximum and minimum.

B.3 Weight functions
Definition B.1. Let μ and μ̃ be like (10) resp. (26). For given μ, μ̃with curve y = y(t),
we define a curve yh = yh(t) := y(t)−l ∈ �h(t). Now, we define a weight function on the

discrete surface

μh : �h(t) → R, resp. μ̃h : �h(t) → R,

via the same formula like (10) resp. (26).

Lemma B.4. There exists a constant h0 = h0(γ ) > 0 sufficiently small and c = c(h0) >

0 independent of t and h such that for all 0 < h < h0 it holds

1

c
μ ≤ μl

h ≤ cμ, (57)

1

c
μ̃ ≤ μ̃l

h ≤ cμ̃. (58)

Proof The main idea is to observe that we have the inequalities

|x−l − yh| ≤ 2d + |x − y|,
|x − y| ≤ 2d + |x−l − yh|,

where d = d(t) := maxx∈�(t)distRn+1(x,�h(t)).
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APPENDIX C: MODIFIED ANALYTIC RESULTS FOR
EVOLVING SURFACE PROBLEMS

Lemma C.1 (modified Gronwall inequality). Let c > 0 be a positive constant, let ϕ, ψ ,

and ρ be some positive functions defined on [t, T ] and assume for all s ∈ [t, T ] we have
the inequality

−dϕ
ds
(s)+ ψ(s) ≤ cϕ(s)+ ρ(s).

Then it holds

ϕ(t)+
∫ T

t
ψ(s)ds ≤ ec(T−t)(ϕ(T)+

∫ T

t
ρ(s)ds).

Proof Calculate − d
ds [ϕe−c(T−s)] and integrate from t to T.

Lemma C.2 (modified inverse function theorem). Let f : Rn × [0, T ] → Rn be a
smooth map, denote by f (t)(x) := f (x, t) and assume that for all t ∈ [0, T ] the map
df (t)0 = ∂f

∂x (0, t) is invertible. Then there exists r > 0 independent of t such that

f (t) : f (t)−1 {Br(0)} → Rn, x �→ f (x, t),

is a diffeomorphism onto its image and we have Br/2(0) ⊂ f (t)−1 {Br(0)} for all t, where
Br(0) := {x ∈ Rn| |x| ≤ r}. The map

g : [0, T ] × Br(0) → Rn, (t, x) �→ f (t)−1(x)

is smooth. In particular, g is smooth in t.

Proof The results follow from the compactness of [0, T ] and the smoothness of f.

APPENDIX D: LP -STABILITY OF AN L2 -PROJECTION ON
SURFACES

We want to show Theorem 3.1. We essentially copy the proof of (23, Equations (6) and (7)) and give

in one point a slightly different argument. We recall that �h(t) = N ′
∪

i=1
Ei for some elements Ei. There

exists a constant K > 0 which satisfies the following inequalities:

1. For each i = 1, . . . , N there exists a disc Bi ⊂ Ei with

h ≤ Kdiam(Bj),

where diam(Bj) = sup
(x,y)∈Bj

disth(x, y).
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2. For all finite element basis function (χi)
N
i=1, we have

diam(suppχi) ≤ Kh.

Proof of Theorem 3.1 For each i = 1, . . . , N ′ set

ui =
{

u on Ei,

0 else .

Set

Wj = P0ui =
N∑

l=1

Wi,lχl.

Just like in [23, (10)–(22)] we may deduce that there exists c, κ > 0 independent of h
such that

|Wi(x)| ≤ ce−κh−1dist(x,Ei)‖u‖L∞ . (59)

We calculate

|P0u(x)| ≤
N ′∑
i=1

|Wi(x)|

≤ c
∑
k≥0

e−αkk‖u‖L∞(�)

≤ c‖u‖L∞(�).

In the second estimate, we have used that the numbers of elements Ei, which satisfy

kh ≤ dist(x, Ei) ≤ (k + 1)h,

are in O(k), as� is compact,�h approximates� and as the triangulation is quasi-uniform.
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We show convergence results for full discretizations of quasilinear parabolic problems on
evolving surfaces with prescribed velocity. We prove unconditional stability and higher-order
convergence results for R–K and BDF methods. We show convergence as a full discretiza-
tion when coupled with the ESFEM method as a space discretization for quasilinear problems.
Similarly to the linear case the stability analysis relies on energy estimates and multiplier
techniques.

First, we generalize some geometric perturbation estimates to the quasilinear setting. We define
a generalized Ritz map for quasilinear operators, and use it to show optimal order error estimates
for the spatial discretization. For deriving the optimal order L2-error bounds of the Ritz map we
will use a similar argument as Wheeler in [2], and elliptic regularity for evolving surfaces. A
further important point of the analysis is the required regularity of the generalized Ritz map. This
will be used together with the assumed Lipschitz-type estimate for the nonlinearity, analogously
as in [3–5].

We show stability and convergence results for the case of stiffly accurate algebraically stable
implicit R–K methods (having the Radau IIA methods in mind), and for an implicit and linearly
implicit k-step BDF up to order five. These results are relying on the techniques used in [4–7]. By
combining the results for the spatial semidiscretization with stability and convergence estimates
we show high-order convergence bounds for the fully discrete approximation.

A starting point of the finite element approximation to (elliptic) surface partial differential
equations is the paper of Dziuk [8]. Various convergence results for space discretizations of linear
parabolic problems using the ESFEM were shown in [9, 10], a fully discrete scheme was analyzed
in [11]. These results are surveyed in [12].

The convergence analysis of full discretizations with higher-order time integrators within the
ESFEM setting for linear problems were shown: for algebraically stable R–K methods in [6]; for
BDF in [7]. The ESFEM approach and convergence results were later extended to wave equations
on evolving surfaces see [13].

A unified presentation of ESFEM and time discretizations for parabolic problems and wave
equations can be found in [14].

A great number of real-life phenomena are modeled by nonlinear parabolic problems on evolv-
ing surfaces. Apart from general quasilinear problems on moving surfaces, see for example, 3.5
in [15], more specific applications are the nonlinear models: diffusion induced grain boundary
motion [16–20]; Allen–Cahn and Cahn–Hilliard equations on evolving surfaces [1, 21–24]; mod-
eling solid tumor growth [20, 25]; pattern formation modeled by reaction-diffusion equations
[26, 27]; image processing [28]; Ginzburg–Landau model for superconductivity [29].

A number of nonlinear problems, in a general setting, were collected by Dziuk and Elliott in
[9, 12, 15], also see the references therein. A great number of nonlinear problems with numerical
experiments were presented in the literature, see for example, the above references, in particular
[9, 15, 19, 20].

The article is organized in the following way: In Section II, we formulate our problem and
detail our assumptions. In Section III, we recall the ESFEM, together with some of its important
properties and estimates. We introduce the generalized Ritz map, and show optimal order error
estimates for the residual, using the crucial W 1,∞ regularity estimate mentioned above. Section IV
covers the stability results and error estimates for R–K and for implicit and linearly implicit BDF
methods. Section V is devoted to the error bounds of the semidiscrete residual, which then leads
to error estimates for the fully discretized problem. In Section VI, we briefly discuss how our
results can be extended to semilinear problems and to the case where the upper and lower bounds
of the elliptic part are depending on the norm of the solution. Numerical results are presented in
Section VI to illustrate our theoretical results.

Numerical Methods for Partial Differential Equations DOI 10.1002/num
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II. THE PROBLEM AND ASSUMPTIONS

Let us consider a smooth evolving compact hypersurface �(t) ⊂ Rm+1 (m ≤ 2), 0 ≤ t ≤ T ,
which moves with a given smooth velocity v. Let ∂•u = ∂tu+v ·∇u denote the material derivative
of the function u, where ∇� is the tangential gradient given by ∇�u = ∇u − ∇u · νν, with unit
normal ν. We are sharing the setting of [9, 10].

We consider the following quasilinear problem for u = u(x, t):

{
∂•u + u∇�(t) · v − ∇�(t) · (A(u)∇�(t)u) = f on �(t),

u(., 0) = u0 on �(0),
(1)

where A : R → R is sufficiently smooth function. For simplicity, we set f = 0, but all our results
hold with a nonvanishing f as well.

Remark 2.1. The results of the article can be generalized to the case of a sufficiently smooth
matrix valued diffusion coefficient A(x, t , u) : Tx�(t) → Tx�(t). The proofs are similar to the
ones presented here, except they are more technical and lengthy, therefore, they are not presented
here.

The abstract setting of this quasilinear evolving surface partial differential equation (PDE) is
a suitable combination of [4] (Section I) and [30], (Section II.C): Let H(t) and V (t) be real and
separable Hilbert spaces (with norms ||.||H(t), ||.||V (t), respectively) such that V (t) is densely and
continuously embedded into H(t), and the norm of the dual space of V (t) is denoted by ||.||V (t)′ .
The dual space of H(t) is identified with itself, and the duality 〈., .〉t between V (t)′ and V (t)

coincides on H(t) × V (t) with the scalar product of H(t), for all t ∈ [0, T ].
The problem casts the following nonlinear operator:

〈A(u)v, w〉t =
∫

�(t)

A(u)∇�v · ∇�w.

We assume that A satisfies the following three conditions:
The bilinear form associated to the operator A(u) : V (t) → V (t)′ is elliptic with m > 0

〈A(u)w, w〉t ≥ m||w||2V (t) (w ∈ V (t)), (2)

uniformly in u ∈ V (t) and for all t ∈ [0, T ]. It is bounded with M > 0

|〈A(u)v, w〉t | ≤ M||v||V (t)||w||V (t) (v, w ∈ V (t)), (3)

uniformly in u ∈ V (t) and for all t ∈ [0, T ]. We further assume that there is a subset
S(t) ⊂ V (t) such that the following Lipschitz–type estimate holds: for every δ > 0 there exists
L = L(δ, (S(t))0≤t≤T ) such that

‖(A(w1) − A(w2))u‖V (t)′ ≤ δ||w1 − w2||V (t) + L||w1 − w2||H(t), (4)

for u ∈ S(t), w1, w2 ∈ V (t), 0 ≤ t ≤ T .
The above conditions were also used to prove error estimates using energy techniques in [31]

and in [3, 4], or more recently in [5].

Numerical Methods for Partial Differential Equations DOI 10.1002/num
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The weak formulation uses Sobolev spaces on surfaces: For a sufficiently smooth surface �

we define

H 1(�) = {
η ∈ L2(�)|∇�η ∈ L2(�)m+1

}
,

and analogously Hk(�) for k ∈ N and Wk,p(�) for k ∈ N, p ∈ [1, ∞], cf. [9] (Section II.A).
Finally, GT = ∪t∈[0,T ]�(t) × {t} denotes the space-time manifold.

The weak problem corresponding to (1) can be formulated by choosing the setting: V (t) =
H 1(�(t)) and H(t) = L2(�(t)), and the operator:

〈A(u)v, w〉t =
∫

�(t)

A(u)∇�v · ∇�w.

The coefficient function A : R → R satisfies the following conditions.

Assumption 2.1.

a. It is bounded, and Lipschitz–bounded with constant �.
b. The function A(s) ≥ m > 0 for arbitrary s ∈ R.

Throughout the article, we use the following subspace of V (t), for r > 0,

S(t) := S(t , r) = {
u ∈ H 2(�(t)) |||u||W2,∞(�(t)) ≤ r

}
,

that is, W 2,∞(�(t)) functions with norm less then r.
Then, the following proposition easily follows.

Proposition 2.1. Under Assumption 2.1 and u ∈ S(t) (0 ≤ t ≤ T ) the above operator A
satisfies the conditions (2), (3) and (4) (with δ = 0), they possibly depend on S(t , r).

Proof. The first two conditions (2) and (3) follow from (a) and (b). Condition (4) holds, as
for u ∈ S(t), w1, w2 ∈ H 1(�(t)) and any z ∈ H 1(�(t)), we have

|〈(A(w1) − A(w2))u, z〉t | =
∣∣∣∣
∫

�(t)

(A(w1) − A(w2))∇�u · ∇�z

∣∣∣∣
≤ c� ||w1 − w2||L2(�(t)) r ||z||H1(�(t)),

hence, L = c�r , where the constant � is from Assumption 2.1 (a).

Definition 2.1 (Weak form). A function u ∈ H 1(GT ) is called a weak solution of (1), if for
almost every t ∈ [0, T ]

d

dt

∫
�(t)

uϕ +
∫

�(t)

A(u)∇�u · ∇�ϕ =
∫

�(t)

u∂•ϕ (5)

holds for every ϕ ∈ H 1(GT ) and u(., 0) = u0.

Numerical Methods for Partial Differential Equations DOI 10.1002/num
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III. SPATIAL SEMIDISCRETIZATION: EVOLVING SURFACE FINITE ELEMENTS

As a spatial semidiscretization we use the ESFEM introduced by Dziuk and Elliott in [9]. We
shortly recall some basic notations and definitions from [9], for more details the reader is referred
to Dziuk and Elliott [8, 10, 12].

A. Basic Notations

The smooth surface �(t) is approximated by a triangulated one denoted by �h(t), whose vertices
ai(t), i = 1, 2, . . . , N , are sitting on the surface, given as

�h(t) =
⋃

E(t)∈Th(t)

E(t).

We always assume that the (evolving) simplices E(t) are forming an admissible triangulation
Th(t), with h denoting the maximum diameter. Admissible triangulations were introduced in [9]
(Section 5.1): �(t) is a uniform triangulation, that is, every E(t) ∈ Th(t) satisfies that the inner
radius σh is bounded from below by ch with c > 0, and �h(t) is not a global double covering of
�(t). Then the discrete tangential gradient on the discrete surface �h(t) is given by

∇�h(t)φ := ∇φ − ∇φ · νhνh,

understood in a piecewise sense, with νh denoting the normal to �h(t) (see [9]).
For every t ∈ [0, T ] we define the finite element subspace Sh(t) spanned by the continuous,

piecewise linear evolving basis functions χj , satisfying χj (ai(t), t) = δij for all i, j = 1, 2, . . . , N ,
therefore,

Sh(t) = span {χ1(., t), χ2(., t), . . . , χN(., t)} .

We interpolate the surface velocity on the discrete surface using the basis functions and denote it
with Vh. Then the discrete material derivative is given by

∂•
hφh = ∂tφh + Vh · ∇φh (φh ∈ Sh(t)).

The key transport property derived in [9] (Proposition 5.4), is the following

∂•
hχk = 0 for k = 1, 2, . . . , N . (6)

The spatially discrete quasilinear problem for evolving surfaces is formulated in

Problem 3.1 (Semidiscretization in space). Find Uh ∈ Sh(t) such that

d

dt

∫
�h(t)

Uhφh +
∫

�h(t)

A(Uh)∇�h
Uh · ∇�h

φh =
∫

�h(t)

Uh∂
•
hφh, (∀φh ∈ Sh(t)), (7)

with the initial condition Uh(., 0) = U 0
h ∈ Sh(0) being a suitable approximation to u0.

We postpone existence and uniqueness of (7) to the next subsection.
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ERROR ANALYSIS FOR QUASILINEAR PROBLEMS ON EVOLVING SURFACES 1205

B. The ODE System

The ODE form of the above problem can be derived by setting

Uh(., t) =
N∑

j=1

αj (t)χj (., t)

into (7), testing with φh = χj and using the transport property (6).

Proposition 3.1 (quasilinear ODE system). The spatially semidiscrete problem (7) is equiva-
lent to the following nonlinear ODE system for the vector α(t) = (αj (t)) ∈ RN , collecting the
nodal values of Uh(., t): {

d
dt

(M(t)α(t)) + A(α(t))α(t) = 0
α(0) = α0

(8)

where the evolving mass matrix M(t) and a nonlinear stiffness matrix A(α(t)) are defined as

M(t)kj =
∫

�h(t)

χjχk , A(α(t))kj =
∫

�h(t)

A(Uh)∇�h
χj · ∇�h

χk ,

for α(t) defining Uh = ∑N

j=1 αj (t)χj (., t)

The proof of this proposition is analogous to the corresponding one in [6].
Existence and uniqueness of (8) and hence of (7) can be shown as follows. As A(u) is Lipschitz

continuous in u, we deduce that A(α)α is Lipschitz continuous is α. Then as M(t) is invertible, the
existence and uniqueness of α(t) for the system (8) follows from the Picard–Lindelöf theorem.

Time discretizations. We briefly introduce the time discretizations applied to the above ODE
system (8). However, more details can be found in Section IV.

We use algebraically stable s-stage implicit R–K methods, defined by its Butcher tableau, with
step size τ > 0:

Mniαni = Mnαn + τ

s∑
j=1

aij α̇nj , for i = 1, 2, . . . , s,

Mn+1αn+1 = Mnαn + τ

s∑
i=1

biα̇ni ,

0 = α̇ni + A(αni)αni for i = 1, 2, . . . , s,

with Mni := M(tn + ciτ ) and Mn+1 := M(tn+1).
We also use k-step BDF methods with step size τ > 0:

1

τ

k∑
j=0

δjM(tn−j )αn−j + A(αn)αn = 0, (n ≥ k),
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1206 KOVÁCS AND GUERRA

where the coefficients of the method are given by δ(ζ ) = ∑k

�=1
1
�
(1 − ζ )�. Similarly, we also

consider their linearly implicit modification, using the polynomial γ (ζ ) = ζ k − (ζ − 1)k−1:

1

τ

k∑
j=0

δjM(tn−j )αn−j + A

(
k∑

j=1

γjαn−j

)
αn = 0, (n ≥ k).

C. Discrete Sobolev Norm Estimates

Through the article, we will work with the norm and seminorm introduced in [6]. We denote these
discrete Sobolev-type norms as

|z(t)|M(t) := ||Zh||L2(�h(t)), |z(t)|A(t) := ||∇�h
Zh||L2(�h(t)), (10)

for arbitrary z(t) ∈ RN , where Zh(., t) = ∑N

j=1 zj (t)χj (., t), further by M(t) we mean the above
mass matrix and by A(t) we mean the linear (but time dependent) stiffness matrix:

A(t)kj =
∫

�h(t)

∇�h
χj · ∇�h

χk .

A very important lemma in our analysis is the following:

Lemma 3.1 ([6] Lemma 4.1). There are constants μ, κ (independent of h) such that

zT (M(s) − M(t))y ≤ (eμ(s−t) − 1)|z|M(t)|y|M(t),

zT (A(s) − A(t))y ≤ (eκ(s−t) − 1)|z|A(t)|y|A(t)

for all y, z ∈ RN and s, t ∈ [0, T ]

D. Lifting Process and Approximation Results

In the following, we recall the so called lift operator, which was introduced in [8] and further
investigated in [9, 10]. The lift operator projects a finite element function on the discrete surface
onto a function on the smooth surface.

Using the oriented distance function d [9] (Section 2.1), for a continuous function ηh : �h(t) →
R its lift is define as

ηl
h(p, t) := ηh(x, t), x ∈ �(t),

where for every x ∈ �h(t) the value p = p(x, t) ∈ �(t) is uniquely defined via x =
p + ν(p, t)d(x, t). By η−l we mean the function whose lift is η.

We now recall some notions using the lifting process from [8, 9] and [14]. We have the lifted
finite element space

Sl
h(t) := {

ϕh = φl
h|φh ∈ Sh(t)

}
.

By δh, we denote the quotient between the continuous and discrete surface measures, dA and dAh,
defined as δhdAh = dA. Further, we recall that

Pr := (δij − νiνj )
m+1
i,j=1 and Prh := (δij − νh,iνh,j )

m+1
i,j=1
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ERROR ANALYSIS FOR QUASILINEAR PROBLEMS ON EVOLVING SURFACES 1207

are the projections onto the tangent spaces of � and �h. Further, from [10], we recall the notation

Qh = 1

δh

(I − dH)PrPrhPr(I − dH),

where H (Hij = ∂xj
νi) is the (extended) Weingarten map. For these quantities we recall some

results from [9] (Lemma 5.1), [10] (Lemma 5.4) and [14] (Lemma 6.1).

Lemma 3.2. Assume that �h(t) and �(t) is from the above setting, then we have the estimates:

||d||L∞(�h(t)) ≤ ch2, ||νj ||L∞(�h(t)) ≤ ch, ||1 − δh||L∞(�h(t)) ≤ ch2,

||∂•
hd||L∞(�h(t)) ≤ ch2, ||Pr − Qh||L∞(�h(t)) ≤ ch2, ||Pr(∂•

hQh)Pr||L∞(�h(t)) ≤ ch2,

with constants depending on GT , but not on t.

Lemma 3.3. For 1 ≤ p ≤ ∞ there exists constants c1, c2 > 0 independent of t and h such that
the for all uh ∈ W 1,p(�h(t)) it holds that ul

h ∈ W 1,p(�(t)) with the estimates

c1||uh||W1,p�h(t)) ≤ ||ul
h||W1,p(�(t)) ≤ c2||uh||W1,p(�h(t)).

Proof. The proofs follows easily from the relation ∇�h
uh = Prh(I − dH)∇�ul

h, cf. [8]
(Lemma 3).

E. Bilinear Forms and Their Estimates

Apart from the ξ dependence, we use the time dependent bilinear forms defined in [10]: for
arbitrary z, ϕ, ξ ∈ H 1(�), ξ ∈ S(t), and their discrete analogs for Zh, φh, ξh ∈ Sh:

m(z, ϕ) =
∫

�(t)

zϕ,

a(ξ ; z, ϕ) =
∫

�(t)

A(ξ)∇�z · ∇�ϕ,

g(v; z, ϕ) =
∫

�(t)

(∇� · v)zϕ,

b(ξ ; v; z, ϕ) =
∫

�(t)

B(ξ ; v)∇�z · ∇�ϕ,

mh(Zh, φh) =
∫

�h(t)

Zhφh

ah(ξh; Zh, φh) =
∫

�h(t)

A(ξh)∇�h
Zh · ∇�h

φh,

gh(Vh; Zh, φh) =
∫

�h(t)

(∇�h
· Vh)Zhφh,

bh(ξh; Vh; Zh, φh) =
∫

�h(t)

Bh(ξh; Vh)∇�h
Zh · ∇�h

φh,
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1208 KOVÁCS AND GUERRA

where the discrete tangential gradients are understood in a piecewise sense, and with the tensors
given as

B(ξ ; v)ij = ∂•(A(ξ)) + ∇� · vA(ξ) − 2A(ξ)D(v),

Bh(ξh; Vh)ij = ∂•
h(A(ξh)) + ∇�h

· VhA(ξh) − 2A(ξh)Dh(Vh),

for i, j = 1, 2, . . . , m + 1, with

D(v)ij = 1

2
((∇�)ivj + (∇�)jvi),

Dh(Vh)ij = 1

2
((∇�h

)
i
(Vh)j + (∇�h

)
j
(Vh)i),

for i, j = 1, 2, . . . , m+1. For more details see [10] (Lemma 2.1) (and the references in the proof),
or [12] (Lemma 5.2).

We will also use the transport lemma (note that ∂•
hzh = ∂tzh + vh · ∇zh for a zh ∈ Sl

h(t)):

Lemma 3.4. For arbitrary ξ l
h ∈ Sl

h(t) and zh, ϕh, ∂•
hzh, ∂•

hϕh ∈ Sl
h(t) we have:

d

dt
m(zh, ϕh) = m(∂•

hzh, ϕh) + m(zh, ∂•
hϕh) + g(vh; zh, ϕh),

d

dt
a(ξ l

h; zh, ϕh) = a(ξ l
h; ∂•

hzh, ϕh) + a(ξ l
h; zh, ∂•

hϕh) + b(ξ l
h; vh; zh, ϕh),

where vh is the velocity of the surface, see [10] (Definition 4.9)

Proof. This lemma can be shown analogously as [10] (Lemma 4.2), therefore, the proof is
omitted.

Versions of this lemma with continuous material derivatives, or discrete bilinear forms are also
true.

The following estimates will play a crucial role in the proofs.

Lemma 3.5 (Geometric perturbation errors). For any ξ ∈ S(t), and Zh, φh ∈ Sh(t) with
corresponding lifts zh, ϕh ∈ Sl

h(t) we have the following bounds

|m(zh, ϕh) − mh(Zh, φh)| ≤ ch2||zh||L2(�(t))||ϕh||L2(�(t)),

|a(ξ ; zh, ϕh) − ah(ξ
−l; Zh, φh)| ≤ ch2||∇�zh||L2(�(t))||∇�ϕh||L2(�(t)),

|g(vh; zh, ϕh) − gh(Vh; Zh, φh)| ≤ ch2||zh||L2(�(t))||ϕh||L2(�(t)),

|b(ξ ; vh; zh, ϕh) − bh(ξ
−l; Vh; Zh, φh)| ≤ ch2||∇�zh||L2(�(t))||∇�ϕh||L2(�(t)).

Proof. The first estimate was proved in [10] (Lemma 5.5), while the third can be found in
[13] (Lemma 7.5).

The proof of the second estimate is similar to the linear case found in [12] (Lemma 4.7). Again
using the notation from [12]:

Qh = 1

δh

(I − dH)PrPrhPr(I − dH)
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we obtain

A(ξ−l)∇�h
Zh · ∇�h

φh = δhA(ξ−l)Qh∇�zh(p, .) · ∇�ϕh(p, .). (11)

Similarly as in [10] (Lemma 5.5), the boundedness (Proposition 2.1) and the geometric estimate
||Pr − Qh||L∞(�h) ≤ ch2 provides the estimate

|a(ξ ; zh, ϕh) − ah(ξ
−l; Zh, φh)|

=
∣∣∣∣
∫

�(t)

A(ξ)∇�zh · ∇�ϕhdA −
∫

�h(t)

A(ξ−l)∇�h
Zh · ∇�h

φhdAh

∣∣∣∣
=

∣∣∣∣
∫

�(t)

A(ξ)∇�zh · ∇�ϕhdA −
∫

�h(t)

δhA(ξ−l)Qh∇�zh(p, .) · ∇�ϕh(p, .)dAh

∣∣∣∣
=

∣∣∣∣
∫

�(t)

A(ξ)(Pr − Qh)∇�zh · ∇�ϕhdA

∣∣∣∣
≤ Mch2||∇�zh||L2(�(t))||∇�ϕh||L2(�(t)).

To prove the fourth estimate we follow [13]: starting with the equality

d

dt

∫
�h(t)

A(ξ−l)∇�h
Zh · ∇�h

φh = d

dt

∫
�(t)

A(ξ)Ql
h∇�zh · ∇�ϕh

then the transport lemma (Lemma 3.4 above) yields

∫
�h(t)

A(ξ−l)∇�h
∂•

hZh · ∇�h
φh +

∫
�h(t)

A−l(ξ−l)∇�h
Zh · ∇�h

∂•
hφh

+
∫

�h(t)

Bh(ξ
−l; Vh)∇�h

Zh · ∇�h
φh

=
∫

�(t)

A(ξ)Ql
h∇�∂•

hzh · ∇�ϕh +
∫

�(t)

A(ξ)Ql
h∇�zh · ∇�∂•

hϕh

+
∫

�(t)

B(ξ ; vh)Q
l
h∇�zh · ∇�ϕh +

∫
�(t)

A(ξ)∂•
h(Q

l
h)∇�zh · ∇�ϕh.

Therefore, using that the lift of ∂•
hZh is ∂•

hzh, (11) and Lemma 3.2 provides

|bh(ξ
−l; Vh; Zh, φh) − b(ξ ; vh; Zh, φh)|

=
∣∣∣∣
∫

�(t)

A(ξ)∂•
h(Q

l
h)∇�zh · ∇�ϕh

∣∣∣∣ +
∣∣∣∣
∫

�(t)

B(ξ ; vh)(Q
l
h − I )∇�zh · ∇�ϕh

∣∣∣∣
≤ ch2||∇�zh||L2(�(t))||∇�ϕh||L2(�(t)),

where the last estimates follow from Lemma 3.2, similarly as in [13] (Theorem 7.5).
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F. Interpolation Estimates

By Ih : H 1(�(t)) → Sl
h(t) we denote the finite element interpolation operator, having the error

estimate below.

Lemma 3.6. For m ≤ 3, there exists a constant c > 0 independent of h and t such that for
u ∈ H 2(�(t)):

||u − Ihu||L2(�(t)) + h||∇�(u − Ihu)||L2(�(t)) ≤ ch2||u||H2(�(t)).

Furthermore, if u ∈ W 2,∞(�(t)), it also satisfies

‖∇�(u − Ihu)‖L∞(�(t)) ≤ ch||u||W2,∞(�(t)),

where c > 0 is also independent of h and t

Proof. The first inequality was shown in [8]. The dimension restriction is especially discussed
in [12] (Lemma 4.3).

The analogue of the second estimate for a reference element were shown in [32] (Theorem
3.1). Denote by Eh(t) ⊂ �h(t) an arbitrary element and denote by E(t) ⊂ �(t) the lift of this
triangle.

||∇�(u − Ihu)||L∞(E(t)) ≤ c||∇�h
(u−l − Ihu

−l)||L∞(Eh(t)) ≤ c
1

h
||∇R2(û − Ihû)||L∞(E0)

≤ c
1

h
||∇2

R2 û||L∞(E0) ≤ c
1

h
h2||∇2

�h
u−l||L∞(Eh(t)) ≤ ch||u||W2,∞(E(t)),

where E0 ⊂ R2 is the standard unit simplex, û : E0 → R is the representation of u−l|Eh(t) on E0

w.r.t. a suitable affine linear transformation and ∇2
R2 û denote the usual Hessian of û. For the first

and the last inequality we have used, that the discrete and continuous norms are equivalent. The
intermediate steps uses the uniformity of the triangulation together with standard estimates for
the pullback, cf. [33] or [34], (Section 10.3).

G. The Ritz Map for Nonlinear Problems on Evolving Surfaces

Ritz maps for quasilinear PDEs on stationary domains were investigated by Wheeler in [2]. We
generalize this idea for the case of quasilinear evolving surface PDEs. We define a generalized
Ritz map for quasilinear elliptic operators, for the linear case see [13].

By combining the above definitions we set the following.

Definition 3.1 (Ritz map). For a given z ∈ H 1(�(t)) and a given function ξ : �(t) → R there
is a unique P̃hz ∈ Sh(t) such that for all φh ∈ Sh(t), with the corresponding lift ϕh = φl

h, we have

a∗
h(ξ

−l; P̃hz, φh) = a∗(ξ ; z, ϕh), (12)

where a∗ := a + m and a∗
h := ah + mh, to make the forms a and ah positive definite. Then

Phz ∈ Sl
h(t) is defined as the lift of P̃hz, that is, Phz = (P̃hz)

l
.

We recall here that by ξ−l we mean a function (living on the discrete surface) whose lift is ξ .
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Galerkin orthogonality does not hold in this case, just up to a small defect:

Lemma 3.7 (pseudo Galerkin orthogonality). For any given ξ ∈ S(t) their holds, that for every
z ∈ H 1(�(t)) and ϕh ∈ Sl

h(t)

|a∗(ξ ; z − Phz, ϕh)| ≤ ch2||Phz||H1(�(t))||ϕh||H1(�(t)), (13)

where c is independent of ξ , h and t

Proof. Using the definition of the Ritz map:

|a∗(ξ ; z − Phz, ϕh)| = |a∗
h(ξ

−l; P̃hz, φh) − a∗(ξ ; Phz, ϕh)|
≤ Mch2||Phz||H1(�(t))||ϕh||H1(�(t)),

where we used Lemma 3.5.

H. Error Bounds for the Ritz Map and for its Material Derivatives

In this section, we prove error estimates for the Ritz map (12) and also for its material derivatives,
the analogous results for the linear case can be found in [10] (Section 6), [14] (Section 7). The
ξ independency of the estimates requires extra care, previous results, for example, the ones cited
above, or [13] (Section 8), are not applicable.

Theorem 3.1. The error in the Ritz map satisfies the bound, for arbitrary ξ ∈ S(t) and
0 ≤ t ≤ T and h ≤ h0 with sufficiently small h0,

||z − Phz||L2(�(t)) + h||z − Phz||H1(�(t)) ≤ ch2||z||H2(�(t)).

where the constant c is independent of ξ , h, and t (but depends on m and M)

Proof. (a) We first prove the gradient estimate.
Starting by the ellipticity of the form a and the non-negativity of the form m, then using the

estimate (13) we have:

m||z − Phz||2H1(�(t))
≤ a∗(ξ ; z − Phz, z − Phz)

= a∗(ξ ; z − Phz, z − Ihz) + a∗(ξ ; z − Phz, Ihz − Phz)

≤ M||z − Phz||H1(�(t))||z − Ihz||H1(�(t))

+ ch2||Phz||H1(�(t))||Ihz − Phz||H1(�(t))

≤ Mch||z − Phz||H1(�(t))||z||H2(�(t))

+ ch2
(

2||z − Phz||2H1(�(t))
+ ||z||2

H1(�(t))
+ ch2||z||2

H2(�(t))

)
,

using the interpolation error, and for the second term we used the estimate

||Phz||H1(�(t))||Ihz − Phz||H1(�(t))

≤ (||Phz − z||H1(�(t)) + ||z||H1(�(t))

) (||Ihz − z||H1(�(t)) + ||z − Phz||H1(�(t))

)
≤ 2||z − Phz||2H1(�(t))

+ ||z||2
H1(�(t))

+ ch2||z||2
H2(�(t))

.
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Now, using Young’s and Cauchy–Schwarz inequality, and for sufficiently small (but ξ indepen-
dent) h we have the gradient estimate

||z − Phz||2H1(�(t))
≤ 1

m
Mch2||z||2

H2(�(t))
.

(b) The L2-estimate follows from the Aubin–Nitsche trick. Let us consider the problem

−∇� · (A(ξ)∇�w) + w = z − Phz on �(t),

then by elliptic theory, cf. Theorem A.1, we have the estimate, for the solution w ∈ H 2(�(t))

||w||H2(�(t)) ≤ c||z − Phz||L2(�(t)),

where c is independent of t and ξ . By testing the elliptic weak problem with z−P_hz we have

||z − Phz||2L2(�(t))
= a∗(ξ ; z − Phz, w)

= a∗(ξ ; z − Phz, w − Ihw) + a∗(ξ ; z − Phz, Ihw)

≤ M||z − Phz||H1(�(t))||w − Ihw||H1(�(t))

+ ch2||Phz||H1(�(t))||Ihw||H1(�(t)).

Then, the estimates of the interpolation error and combination of the above results yields

||z − Phz||L2(�(t))

1

c
||w||H2(�(t)) ≤ ||z − Phz||2L2(�(t))

≤ Mch2||z||H2(�(t))||w||H2(�(t)),

which completes the proof of the first assertion.

To proof error estimates for higher order material derivatives of the Ritz map, we need to
control the error (∂•

h)
(k)(v − vh) in the L∞- and W 1,∞-norm.

Lemma 3.8. For k ≥ 0 there exits a constant c = c(k) > 0 independent of t and h such that

||(∂•
h)

(k)
(v − vh)||L∞(�(t)) + h||∇�(∂•

h)
(k)

(v − vh)||L∞(�(t)) ≤ ch2

A proof of this lemma can be found in Mansour [14] (Lemma 6.3).

Theorem 3.2. Assume that ξ ∈ S(t) and that in addition that for k ≥ 1 it holds (∂•
h)

(k)(A(ξ)) ∈
L∞(GT ). The error in the material derivatives of the Ritz map satisfies the following bounds, for
0 ≤ t ≤ T and h ≤ h0 with sufficiently small h0,

||(∂•
h)

(k)
(z − Phz)||L2(�(t)) + h||∇�(∂•

h)
(k)

(z − Phz)||L2(�(t)) ≤ Mckh
2

k∑
j=1

||(∂•
h)

(j)
z||H2(�(t)).

The constant ck > 0 is independent of ξ and h (but depends on α and M)

Proof. The proof is a modification of [14] (Theorem 7.3).

Numerical Methods for Partial Differential Equations DOI 10.1002/num



ERROR ANALYSIS FOR QUASILINEAR PROBLEMS ON EVOLVING SURFACES 1213

For k = 1: (a) We start by taking the time derivative of the definition of the Ritz map (12), use
the transport properties (Lemma 3.4), and use the definition of the Ritz map once more, we arrive
at

a∗(ξ ; ∂•
hz, ϕh) = −b(ξ ; vh; z, ϕh) − g(vh; z, ϕh)

+ a∗
h(ξ

−l; ∂•
hP̃hz, φh) + bh(ξ

−l; Vh; P̃hz, φh) + gh(Vh; P̃hz, φh).

Then, we obtain

a∗(ξ ; ∂•
hz − ∂•

hPhz, ϕh) = −b(ξ ; vh; z − Phz, ϕh) − g(vh; z − Phz, ϕh) + F1(ϕh), (14)

where

F1(ϕh) = (a∗
h(ξ

−l; ∂•
hP̃hz, φh) − a∗(ξ ; ∂•

hPhz, ϕh))

+ (bh(ξ
−l; Vh; P̃hz, φh) − b(ξ ; vh; Phz, ϕh))

+ (gh(Vh; P̃hz, φh) − g(vh; Phz, ϕh)).

Using the geometric estimates of Lemma 3.5 F1 can be estimated as

|F1(ϕh)| ≤ cMh2(||∂•
hPhz||H1(�(t)) + ||Phz||H1(�(t)))||ϕh||H1(�(t)).

Then, using ∂•
hPhz as a test function in (14), and using the error estimates of the Ritz map, together

with the estimates above, with h ≤ h0 independent of ξ , we have

||∂•
hPhz||H1(�(t)) ≤ Mc||∂•z||H1(�(t)) + Mch||z||H2(�(t)).

Combining all the previous estimates and using Young’s inequality, Cauchy–Schwarz inequality,
for sufficiently small (ξ independent) h ≤ h0, we obtain

a∗(ξ ; ∂•
hz − ∂•

hPhz, ϕh) ≤ Mch(||z||H2(�(t)) + h||∂•z||H1(�(t)))||ϕh||H1(�(t)).

Then, as in the previous proof we have

m||∂•
hz − ∂•

hPhz||2H1(�(t))
≤ a∗(ξ ; ∂•

hz − ∂•
hPhz, ∂•

hz − ∂•
hPhz)

= a∗(ξ ; ∂•
hz − ∂•

hPhz, ∂•
hz − Ih∂

•z)

+ a∗(ξ ; ∂•
hz − ∂•

hPhz, Ih∂
•z − ∂•

hPhz)

≤ M||∂•
hz − ∂•

hPhz||H1(�(t))||∂•
hz − Ih∂

•z||H1(�(t))

+ Mch(||z||H2(�(t)) + h||∂•z||H1(�(t)))||Ih∂
•z − ∂•

hPhz||H1(�(t)).

Then the interpolation estimates, Young’s inequality, absorption using h ≤ h0, yields the gradient
estimate.

(b) The L2-estimate again follows from the Aubin-Nitsche trick. Let us now consider the
problem

−∇� · (A(ξ)∇�w) + w = ∂•
hz − ∂•

hPhz on �(t),
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together with the elliptic estimate (cf. Theorem A.1), for the solution w ∈ H 2(�(t))

||w||H2(�(t)) ≤ c||∂•
hz − ∂•

hPhz||L2(�(t)),

again, c is independent of t and ξ .
Then, a similar calculation as [10] (Theorem 6.2), [14] (Theorem 7.3) provides the L2-norm

estimate.
For k > 1 the proof is analogous.

Remark 3.1. If ξ ∈ Wk,∞(�(t)) and A ∈ Wk,∞(R) then it holds that (∂•
h)

(k)A(ξ) ∈ L∞(�(t)).
For the convenience of the reader we give a proof for k = 2. It holds

(∂•
h)

(2)
(A(ξ)) = ∂•

h(A′(ξ)∂•
hξ) = A′′(ξ)(∂•

hξ)
2 + A′(ξ)(∂•

h)
(2)

ξ .

We have the identity

∂•
hξ = ∂•ξ + (vh − v) · ∇�ξ .

For the second derivative we calculate

(∂•
h)

(2)
ξ = (∂•)(2)

ξ + (vh − v) · ∇�∂•ξ + ∂•
h(vh − v) · ∇�ξ + (vh − v) · ∂•∇�ξ + ∇2

�ξ(vh − v)2.

Using Lemma 3.8 the claim follows.

Regularity of the Ritz Map. The following technical result will play an important role in
showing optimal bounds of the semidiscrete residual.

Lemma 3.9. For m ≤ 2, there exists a constant c > 0 independent of h and t such that for a
function u ∈ W 2,∞(�(t)) for all t ∈ [0, T ], the following estimate holds

||∇�Phu||L∞(�(t)) ≤ c||u||W2,∞(�(t)).

Proof. Using the triangle inequality we start to estimate as

||∇�Phu||L∞(�(t)) ≤ ||∇�(Phu − Ihu)||L∞(�(t)) + ||∇�(Ihu − u)||L∞(�(t)) + ||∇�u||L∞(�(t)).

The last term is harmless. The second term is estimated using Lemma 3.6. For the first term, using
the inverse estimate, error estimates for the Ritz map and for the interpolation operator we obtain

||∇�(Phu − Ihu)||L∞(�(t)) ≤ ch−m/2||∇�(Phu − Ihu)||L2(�(t))

≤ ch−m/2(||∇�(Phu − u)||L2(�(t)) + ||∇�(u − Ihu)||L2(�(t)))

≤ ch−m/2h||u||H2(�(t)) ≤ c||u||W2,∞(�(t)).

Remark 3.2. A stronger result holds, assuming that u ∈ W 1,∞(�(t)), the bound
||∇�Phu||L∞(�(t)) ≤ c||u||W1,∞(�(t)) can be shown. However, the proof is technical and requires
more sophisticated arguments, cf. [35]. This enables to weaken the assumption to W 1,∞ in the
definition of the S(t) set. We do not include these results here because of their length.
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IV. TIME DISCRETIZATIONS: STABILITY

A. Runge–Kutta Methods

We consider an s-stage algebraically stable implicit R–K method for the time discretization of
the ODE system (8), coming from the ESFEM space discretization of the quasilinear parabolic
evolving surface PDE.

In the following, we extend the stability result for R–K methods of [6] (Lemma 7.1), to the
case of quasilinear problems. Apart form the properties of the ESFEM the proof is based on the
energy estimation techniques, see Lubich and Ostermann [4] (Theorem 1.1). Generally on R–K
methods we refer to [36].

For the convenience of the reader we recall the method: for simplicity, we assume equidistant
time steps tn := nτ , with step size τ . Our results can be straightforwardly extended to the case of
nonuniform time steps. The s-stage implicit R–K method, defined by the given Butcher tableau

(ci) (aij )

(bi)
for i, j = 1, 2, . . . , s,

applied to the system (8), reads as

Mniαni = Mnαn + τ

s∑
j=1

aij α̇nj , for i = 1, 2, . . . , s,

Mn+1αn+1 = Mnαn + τ

s∑
i=1

biα̇ni ,

where the internal stages satisfy

0 = α̇ni + A(αni)αni for i = 1, 2, . . . , s,

with Mni := M(tn + ciτ ) and Mn+1 := M(tn+1). Here α̇ni is not a derivative but a suggestive
notation.

We recall that the fully discrete solution is Un
h = ∑N

j=1 αn,jχj (., tn). Existence and uniqueness
of the R–K solution can be obtained analogously to [37] (Theorem 7.2).

For the R–K method we make the following assumptions:

Assumption 4.1.

• The method has stage order q≥1 and classical order p≥q+1.
• The coefficient matrix (aij ) is invertible.
• The method is algebraically stable, that is, bj > 0 for j = 1,2,...,s and the following matrix is

positive semidefinite:

(biaij + bjaji − bibj )
s

i,j=1.

• The method is stiffly accurate, that is, bj = asj , and cs = 1 for j = 1, 2, . . . , s.

Instead of (8), let us consider the following perturbed version of the equation:{
d
dt

(M(t)α̃(t)) + A(α̃(t))α̃(t) = M(t)r(t)

α̃(0) = α̃0.
(16)
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The substitution of the true solution α̃(t) of the perturbed problem into the R–K method, yields the
defects �ni and δni , by setting en = αn−α̃(tn), Eni = αni −α̃(tn+ciτ ) and Ėni = α̇ni − ˙̃α(tn+ciτ ),
then by subtraction the following error equations hold:

MniEni = Mnen + τ

s∑
j=1

aij Ėnj − �ni , for i = 1, 2, . . . , s, (17a)

Mn+1en+1 = Mnen + τ

s∑
i=1

biĖni − δn+1, (17b)

where the internal stages satisfy:

Ėni + A(αni)Eni = −(A(αni) − A(α̃ni))α̃ni − Mnirni , for i = 1, 2, . . . , s, (18)

with rni := r(tn + ciτ ).
Now, we state one of the key lemmas of this paper, which provide unconditional stability for

the above class of R–K methods.

Lemma 4.1. For an s-stage implicit R–K method satisfying Assumption 4.1. If the Eq. (5) has a
solution in S(t) for 0 ≤ t ≤ T . Then there exists a τ0 > 0, such that for τ ≤ τ0 and tn = nτ ≤ T ,
that the error en is bounded by

|en|2Mn
+ τ

n∑
k=1

|ek|2Ak
≤ C

(
|e0|2M0

+ τ

n−1∑
k=1

s∑
i=1

||Mkirki ||2∗,tki
+ τ

n∑
k=1

|δk

τ
|2Mk

+ Cτ

n−1∑
k=0

s∑
i=1

(
|M−1

ki �ki |2Mki
+ |M−1

ki �ki |2Aki

) )
, (19)

where ||w||2∗,t = wT (A(t) + M(t))−1w. The constant C is independent of h, τ , and n (but depends
on m, M, L, μ, κ , and T)

Proof. The combination of proofs of Theorem 1.1 from [4] and of Lemma 7.1 from [6] (or
[14] (Lemma 3.1) suffices, therefore it is omitted here. To be precise, the proof of this result is
more closely related to [6]. Except the estimates involving the (nonlinear) internal stages, see [4].

a. We start as in the cited papers, that is, to be able to benefit from algebraic stability, we write

|Mn+1en+1|2
M−1

n+1
= |Mnen + τ

s∑
j=1

bj Ėnj |2
M−1

n+1

− 2

〈
Mnen + τ

s∑
j=1

bj Ėnj | M−1
n+1 | δn+1

〉
+ |δn+1|2

M−1
n+1

,

and by expressing Mnen from the R–K method (17a), for the first term, we obtain

|Mnen + τ

s∑
j=1

bj Ėnj |2
M−1

n+1
= |Mnen|2

M−1
n+1

+ 2τ

s∑
j=1

bj 〈Ėnj |M−1
n+1|MnjEnj + �nj 〉

+ τ 2
s∑

i=1

s∑
j=1

(bibj − biaij − bjaji)〈Ėni |M−1
n+1|Ėnj 〉,
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where the last term is nonpositive by algebraic stability. The middle term is rewritten as

〈Ėnj |M−1
n+1|MnjEnj + �nj 〉 = 〈Ėnj |M−1

nj |MnjEnj + �nj 〉
+ 〈Ėnj |M−1

n+1 − M−1
nj |MnjEnj + �nj 〉. (20)

All the terms in the above equations can be estimated identically as in the mentioned proofs,
except the first term in (20).

b. To estimate this term, including the nonlinearity, we use Proposition 2.1 [i.e., the inequalities
(2), (3), and (4)], like in [4]. Using (18), the internal stages, give

〈Ėnj |M−1
nj |MnjEnj + �nj 〉 = 〈Ėnj |Enj 〉 + 〈Ėnj |M−1

nj �nj 〉
= −〈A(αnj )Enj |Enj 〉tn+1

− 〈A(αnj )Enj |M−1
nj |�nj 〉

− 〈(A(αnj ) − A(α̃nj ))α̃nj |Enj + M−1
nj �nj 〉

− 〈Mnj rnj |Enj + M−1
nj �nj 〉

Using the results of Proposition 2.1 and that α̃nj = u(., tn + cj τ ) is assumed to be in
S(tn + cj τ ), we can estimate as follows (using Cauchy–Schwarz and Young’s inequality)

|〈Ėnj |M−1
nj |MnjEnj + �nj 〉| ≤ −m|Enj |2Anj

+ M|Enj |Anj
|M−1

nj �nj |Anj

+ L|Enj |Mnj
|Enj + M−1

nj �nj |Anj

+ |〈Mnj rnj |Enj + M−1
nj �nj 〉|

≤ −α

4
|Enj |2Anj

+ C|M−1
nj �nj |2Anj

+ C|M−1
nj �nj |2Mnj

+ C|Enj |2Mnj
+ C||Mnj rnj ||2∗,tnj

.

As the right-hand side of this estimate is the same as in the cited proofs, it can be finished in
the exact same way as in the mentioned references.

Then, using the above stability results, the error bounds are following analogously as in [6]
(Theorem 8.1) (or [14] (Theorem 5.1).

Theorem 4.1. Consider the quasilinear parabolic problem (1), having a solution in S(t) for
0 ≤ t ≤ T . Couple the ESFEM as space discretization with time discretization by an s-stage
implicit R–K method satisfying Assumption 4.1. Assume that the Ritz map of the solution has
continuous discrete material derivatives up to order q + 2. Then there exists τ0 > 0, independent
of h, such that for τ ≤ τ0, for the error τ ≤ τ0 the following estimate holds for tn = nτ ≤ T :

||En
h ||L2(�h(tn)) +

(
τ

n∑
j=1

||∇�h(tj )E
j

h ||2L2(�h(tj ))

) 1
2

≤ Cβ̃h,qτ
q+1 + C

(
τ

n−1∑
k=0

s∑
i=1

||Rh(., tk + ciτ )||2
H−1

h
(�h(tk+ci τ ))

) 1
2

+ C||E0
h||L2(�h(0)),
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where the constant C is independent of h, τ , and n (but depends on m, M, L, μ, κ , and T).
Furthermore

β̃2
h,q =

∫ T

0

q+2∑
�=1

||(∂•
h)

(�)
(Phu)(., t)||L2(�h(t))dt

+
∫ T

0

q+1∑
�=1

||∇�h(t)(∂
•
h)

(�)
(Phu)(., t)||L2(�h(t))dt .

The H−1
h -norm of Rh is defined as

||Rh(., t)||H−1
h

(�h(t))
:= sup

0 �=φh∈Sh(t)

〈Rh(., t), φh〉L2(�h(t))

||φh||H1(�h(t))

. (21)

Proof. Our proof is almost the same as the one for Theorem 5.1 in [14].
We estimate the terms of the right-hand side of (19). At first we connect ||.||∗,t and ||.||

H−1
h

(�h(t))
:

||Mr||∗ = (rT M(A + M)−1Mr)
1/2 = ||(A + M)−1/2Mr||2

= sup
0 �=w∈RN

rT (A + M)−1/2w

wT w
= sup

0 �=z∈RN

rT Mz

(zT (A + M)z)
1/2

= sup
0 �=φh∈Sh

〈Rh, φh〉L2(�h)

||φh||H1�h

= ||Rh||H−1
h

�h
.

By Taylor expansion, the definition of stage and classical order, and with the bounded Peano
kernels K and K i , the defects satisfy

δn+1 = τ q+1

∫ tn+1

tn

K

(
t − tn

τ

)
(Mα̃)

(q+2)
(t)dt ,

�ni = τ q

∫ tn+1

tn

Ki

(
t − tn

τ

)
(Mα̃)

(q+1)
(t)dt ,

hence, by a simple but lengthy calculation (given in detail in [14]) the following bound is obtained:

τ

n∑
k=1

|δk

τ
|2Mk

+ Cτ

n−1∑
k=0

s∑
i=1

(|M−1
ki �ki |2Mki

+ |M−1
ki �ki |2Aki

) ≤ Cβ̃2
h,q(τ

q+1)
2
,

and therefore, by inserting everything into (19), the proof is completed.

B. Backward Differentiation Formulae

We apply a k-step backward difference formula (BDF) for k ≤ 5 as a discretization to the ODE
system (8), coming from the ESFEM space discretization of the quasilinear parabolic evolving
surface PDE. Both implicit and linearly implicit methods are discussed.

In the following, we extend the stability result for BDF methods of [7] (Lemma 4.1), to the case
quasilinear problems. Apart from the properties of the ESFEM the proof is based on Dahlquist’s
G–stability theory [38] and on the multiplier technique of Nevanlinna and Odeh [39].
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We recall the k-step BDF method for (8) with step size τ > 0:

1

τ

k∑
j=0

δjM(tn−j )αn−j + A(αn)αn = 0, (n ≥ k), (22)

where the coefficients of the method are given by δ(ζ ) = ∑k

j=0 δj ζ
j = ∑k

�=1
1
�
(1 − ζ )�, while

the starting values are α0, α1, . . . , αk−1. The method is known to be 0-stable for k ≤ 6 and have
order k (for more details, see [36; Chapter V]).

The linearly implicit modification is, using the polynomial γ (ζ ) = ∑k

j=1 γjζ
j = ζ k −

(ζ − 1)k−1:

1

τ

k∑
j=0

δjM(tn−j )αn−j + A

(
k∑

j=1

γjαn−j

)
αn = 0, (n ≥ k). (23)

For more details we refer to [5], in particular for existence and uniqueness of the BDF solution
see Section III.A in [5].

Instead of (8) let us consider again the perturbed problem (16). By substituting the true solution
α̃(t) of the perturbed problem into the BDF method (22), we obtain

1

τ

k∑
j=0

δjM(tn−j )α̃n−j + A(α̃n)α̃n = −dn, (n ≥ k).

By introducing the error en = αn − α̃(tn), multiplying by τ , and by subtraction we have the error
equation

k∑
j=0

δjMn−j en−j + τA(αn)en + τ(A(αn) − A(α̃n))α̃n = τdn, (n ≥ k). (24)

In the linearly implicit case we obtain:

k∑
j=0

δjMn−j en−j + τA

(
k∑

j=1

γjαn−j

)
en + τ

(
A

(
k∑

j=1

γjαn−j

)

−A

(
k∑

j=1

γj α̃n−j

))
α̃n = τ d̂n, (n ≥ k),

where d̂n have similar properties as dn, therefore it will be also denoted by dn.
The stability results for BDF methods are the following.

Lemma 4.2. For a k-step implicit or linearly implicit BDF method with k ≤ 5 there exists a
τ0 > 0, such that for τ ≤ τ0 and tn = nτ ≤ T , that the error en is bounded by

|en|2Mn
+ τ

n∑
j=k

|ej |2Aj
≤ Cτ

n∑
j=k

||dj ||2∗,tj
+ C max

0≤i≤k−1
|ei |2Mi
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where ||w||2∗,t = wT (A(t) + M(t))−1w. The constant C is independent of h, τ , and n (but depends
on m, M, L, μ, κ and T)

Proof. The proof follows the proof of Lemma 4.1 from [7], and [5] Section VI, using
G-stability from [38] and multiplier techniques from [39]. Except in those terms where the
nonlinearity appears, see Theorem 1 in [5].

(a) The starting point of the proof is the following reformulation of the error equation (24):

Mn

k∑
j=0

δj en−j + τA(αn)en + τ(A(αn) − A(α̃n))α̃n = τdn +
k∑

j=1

δj (Mn − Mn−j )en−j

and using a modified energy estimate. Following [39], we multiply both sides with
the multiplier en − ηen−1, where the smallest possible values of η is found to be
η = 0, 0, 0.0836, 0.2878, 0.8160 for k = 1, 2, . . . , 5, respectively, cf. [39]. This gives
us, for n ≥ k + 1:

In + II 1
n + II 2

n = IIIn + IVn,

where

In =
〈

k∑
j=0

δj en−j |Mn|en − ηen−1

〉
,

II 1
n = τ 〈en|A(αn)|en − ηen−1〉,

II 2
n = τ 〈(A(αn) − A(α̃n))α̃n|en − ηen−1〉,

IIIn = τ 〈dn|en − ηen−1〉,

IVn =
k∑

j=1

〈en−j |Mn − Mn−j |en − ηen−1〉.

We only have to estimate these terms in a suitable way.
(b) We start by bounding the nonlinear terms. First, we will estimate II 1

n from below using
(2) and Lemma 3.1:

τ−1II 1
n = 〈en|A(αn)|en〉 − η|〈en|A(αn)|en−1〉|

≥ m|en|2An
− M η|en|An |en−1|An

≥
(

m − m
4

η
)

|en|2An
− 1

m
M2 η(1 + 2κτ)|en−1|2An−1

.

The other term is estimated using (4), Young’s inequality, and again by Lemma 3.1:

τ−1II 2
n ≥ −|〈(A(αn) − A(α̃n))α̃n|en − ηen−1〉|

≥ −L|en|Mn(|en|An + η|en−1|An)

≥ −m
4

|en|2An
− 1

m
L2|en|2Mn

− L

2
η|en|2Mn

+ L

2
η(1 + 2κτ)|en−1|2An−1

.
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Combined, and using that 0 ≤ η < 1, we have

II 1
n + II 2

n ≥ τ
1

2
m|en|2An

− τη

(
1

m
L2 + L

2

)
|en|2Mn

− τη

(
1

m
M2 + L

2

)
(1 + 2κτ)|en−1|2An−1

The estimations of In, IIIn and IV n are the same as in the proof in [13], with G-stability
of [38] as the main tool.

(c) Combining all estimates and summing up gives, for τ ≤ τ0 and for n ≥ k + 1:

|En|2G,n + m
4

τ

n∑
j=k+1

|ej |2Aj
≤ Cτ

n−1∑
j=k

|Ej |2G,j + Cτ

n∑
j=k+1

||dj ||2∗,j + Cητ |ek|2Ak
,

where En = (en, . . . , en−k+1), and the |En|2G,n := ∑k

i,j=1 gij 〈en−k+i |Mn|en−k+j 〉. This is the
same inequality as in [7], hence we can also proceed with the discrete Gronwall inequality.

(d) To achieve the stated result we have to estimate the extra term C (|ek|2Mk
+ τ |ek|2Ak

). For
that we take the inner product of the error equation for n = k with ek to obtain Similarly as
for II i

n, use the properties of operator A and Lemma 3.1, yields

|ek|2Mk
+ τρ|ek|2Ak

≤ Cτ ||dk||2∗,k + C max
0≤i≤k−1

|ei |2Mi
.

The insertion of this completes the proof.
The result follows from analogous arguments for linearly implicit methods, cf. [5,

Section VI].

Again, using the above stability results, the error bounds are following analogously as in [7]
(Theorem 5.1) or [14] (Theorem 5.3).

Theorem 4.2. Consider the quasilinear parabolic problem (1), having a solution in S(t) for
0 ≤ t ≤ T . Couple the ESFEM as space discretization with time discretization by a k-step implicit
or linearly implicit backward difference formula of order k ≤ 5. Assume that the Ritz map of the
solution has continuous discrete material derivatives up to order k + 1. Then there exists τ0 > 0,
independent of h, such that for τ ≤ τ0, for the error En

h = Un
h − Phu(., tn) the following estimate

holds for tn = nτ ≤ T :

||En
h ||L2(�h(tn)) +

(
τ

n∑
j=1

||∇�h(tj )E
j

h ||2L2(�h(tj ))

) 1
2

≤ Cβ̃h,kτ
k +

(
τ

n∑
j=1

||Rh(., tj )||2
H−1

h
(�h(tj ))

) 1
2

+ C max
0≤i≤k−1

||Ei
h||L2(�h(ti ))

,

where the constant C is independent of h, n, and τ (but depends on m, M, L, μ, κ , and T).
Furthermore

β̃2
h,k =

∫ T

0

k+1∑
�=1

||(∂•
h)

(�)
(Phu)(., t)||L2(�h(t))dt .
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Proof. The proof of this result is analogous to that of Theorem 4.1, it uses the norm identity,
and bounded Peano kernels. For details see the above references.

V. ERROR BOUNDS FOR THE FULLY DISCRETE SOLUTIONS

We follow the approach of [7] (Section V) by defining the FEM residual Rh(., t) =∑N

j=1 rj (t)χj (., t) ∈ Sh(t) as

∫
�h

Rhφh = d

dt

∫
�h

P̃huφh +
∫

�h

A(P̃hu)∇�(P̃hu) · ∇�φh −
∫

�h

(P̃hu)∂•
hφh, (25)

where φh ∈ Sh(t), and the Ritz map of the true solution u is given as

P̃hu(., t) =
N∑

j=1

α̃j (t)χj (., t).

The above problem is equivalent to the ODE system with the vector r(t) = (rj (t)) ∈ RN :

d

dt
(M(t)α̃(t)) + A(α̃(t))α̃(t) = M(t)r(t),

which is the perturbed ODE system (16).

A. Bound of the Semidiscrete Residual

We now show the optimal second order estimate of the residual Rh.

Theorem 5.1. Let u, the solution of the parabolic problem, be in S(t) for 0 ≤ t ≤ T . Then
there exists a constant C > 0 and h0 > 0, such that for all h ≤ h0 and t ∈ [0, T ], the finite element
residual Rh of the Ritz map is bounded as

||Rh||H−1(�h(t)) ≤ ch2.

Proof. (a) We start by applying the discrete transport property to the residual Eq. (24)

mh(Rh, φh) = d

dt
mh(P̃hu, φh) + ah(P̃hu; P̃hu, φh) − mh(P̃hu, ∂•

hφh)

= mh(∂
•
hP̃hu, φh) + ah(P̃hu; P̃hu, φh) + gh(Vh; P̃hu, φh).

(b) We continue by the transport property with discrete material derivatives from Lemma 3.4,
but for the weak form, with ϕ := ϕh = (φh)

l:

0 = d

dt
m(u, ϕh) + a(u; u, ϕh) − m(u, ∂•ϕh)

= m(∂•
hu, ϕh) + a(u; u, ϕh) + g(vh; u, ϕh) + m(u, ∂•

hϕh − ∂•ϕh).

Numerical Methods for Partial Differential Equations DOI 10.1002/num



ERROR ANALYSIS FOR QUASILINEAR PROBLEMS ON EVOLVING SURFACES 1223

(c) Subtraction of the two equations, using the definition of the Ritz map with ξ = u in (12),
that is,

a∗
h(u

−l; P̃hu, φh) = a∗(u; u, ϕh),

and using that

∂•
hϕh − ∂•ϕh = (vh − v) · ∇�ϕh

holds, we obtain

mh(Rh, φh) = mh(∂
•
hP̃hu, φh) − m(∂•

hu, ϕh) + gh(Vh; P̃hu, φh) − g(vh; u, ϕh)

+ a∗
h(P̃hu; P̃hu, φh) − a∗

h(u
−l; P̃hu, φh) + m(u, ϕh) − mh(P̃hu, φh)

+ m(u, (vh − v) · ∇�ϕh).

All the pairs can be easily estimated separately as ch2||ϕh||L2(�(t)), by combining the estimates of
Lemma 3.5, and Theorem 3.1 and 3.2, except the third, and the last term.

The term containing the velocity difference (vh−v) can be estimated, using |vh−v|+h|∇�(vh−
v)| ≤ ch2 from [10, Lemma 5.6], as ch2||∇�ϕh||L2(�(t)).

The nonlinear terms are rewritten as:

a∗
h(P̃hu; P̃hu, φh) − a∗

h(u
−l; P̃hu, φh) = a∗

h(P̃hu; P̃hu, φh) − a∗(Phu; Phu, ϕh)

+ a∗(Phu; Phu, ϕh) − a∗(u; Phu, ϕh)

+ a∗(u; Phu, ϕh) − a∗
h(u

−l; P̃hu, φh)

For the first and the third term Lemma 3.5 provides an upper bound ch2||∇�ϕh||L2(�(t)) (similarly
like before).

Finally, using Lemma 3.9 we obtain, similarly to (4), that the second term can be bounded as

|a∗(Phu; Phu, ϕh) − a∗(u; Phu, ϕh)| =
∣∣∣∣
∫

�(t)

(A(Phu) − A(u))∇�Phu · ∇�ϕh

∣∣∣∣
≤ c�||Phu − u||L2(�(t))||∇�Phu||L∞(�(t))||∇�ϕh||L2(�(t))

≤ c�||Phu − u||L2(�(t)) c r ||∇�ϕh||L2(�(t))

≤ c�rh2||∇�ϕh||L2(�(t)).

Therefore, by (21), and using the equivalence of norms [8] (φl
h = ϕh), we have

||Rh(., t)||H−1
h

(�h(t))
= sup

0 �=φh∈Sh(t)

mh(Rh(., t), φh)

||φh||H1(�h(t))

≤ ch2 ||ϕh||H1(�(t))

||φh||H1(�h(t))

≤ ch2.
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B. Error Estimates for the Full Discretizations

We compare the lifted fully discrete numerical solution un
h := (Un

h )l with the exact solution u(., tn)
of the evolving surface PDE (1), where Un

h = ∑N

j=1 αn
j χj (., t), where the vectors αn are generated

by a R–K or a BDF method.

Theorem 5.2 (ESFEM and R–K). Consider the ESFEM as space discretization of the quasilin-
ear parabolic problem (1), with time discretization by an s-stage implicit R–K method satisfying
Assumption 4.1. Let u be a sufficiently smooth solution of the problem, which satisfies u(., t) ∈ S(t)

(0 ≤ t ≤ T ), and assume that the initial value is approximated as

||u0
h − (Phu)(., 0)||L2(�(0)) ≤ C0h

2.

Then, there exists h0 > 0 and τ0 > 0, such that for h ≤ h0 and τ ≤ τ0, the following error
estimate holds for tn = nτ ≤ T :

||un
h − u(., tn)||L2(�(tn)) + h

(
τ

n∑
j=1

||∇�(tj )(u
j

h − u(., tj ))||2L2(�(tj ))

) 1
2

≤ C(τq+1 + h2).

The constant C is independent of h, τ , and n, but depends on m, M, and L, from (2), (3) and (4),
on μ, κ , from Lemma 3.1, and on T.

Theorem 5.3 (ESFEM and BDF). Consider the ESFEM as space discretization of the qua-
silinear parabolic problem (1), with time discretization by a k-step implicit or linearly implicit
backward difference formula of order k ≤ 5. Let u be a sufficiently smooth solution of the problem,
which satisfies u(., t) ∈ S(t) (0 ≤ t ≤ T ), and assume that the starting values are satisfying

max
0≤i≤k−1

||ui
h − (Phu)(., ti)||L2(�(0)) ≤ C0h

2.

Then, there exists h0 > 0 and τ0 > 0, such that for h ≤ h0 and τ ≤ τ0, the following error
estimate holds for tn = nτ ≤ T :

||un
h − u(., tn)||L2(�(tn)) + h

(
τ

n∑
j=1

||∇�(tj )(u
j

h − u(., tj ))||2L2(�(tj ))

) 1
2

≤ C(τ k + h2).

The constant C is independent of h, τ , and n, but depends on m, M, and L, from (2), (3) and (4),
on μ, κ , from Lemma 3.1, and on T.

Proof of Theorem 5.2–5.3. The global error is decomposed into two parts:

un
h − u(., tn) = (un

h − (Phu)(., tn)) + ((Phu)(., tn) − u(., tn)),

and the terms are estimated by previous results.
The first one is estimated by our results for R–K or BDF methods: Theorem 4.1 or 4.2, respec-

tively, together with the residual bound Theorem 5.1, and by the Ritz error estimates Theorem
3.1 and 3.2.

The second term is estimated by the error estimates for the Ritz map (Theorem 3.1 and 3.2).
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VI. SEMILINEAR PROBLEMS EXTENSION

The presented results, in particular Theorem 5.2 and 5.3, can be generalized to semilinear prob-
lems. Convergence results for BDF method were already shown for semilinear problems in [5].
For the analogous results for R–K methods follow [4] (Remark 1.1). Problems fitting into this
framework can be found in the references given in the introduction.

Following Remark 1.1 from [4], the inhomogeneity f (t) in the evolving surface PDE (1) can
be replaced by f (t, u) satisfying a local Lipschitz condition [similar to (4)]: for every δ > 0 there
exists L = L(δ, r) such that

||f (t , w1) − f (t , w2)||V (t)′ ≤ δ||w1 − w2||V (t) + L||w1 − w2||H(t) (0 ≤ t ≤ T )

holds for arbitrary w1, w2 ∈ V (t) with ||w1||V (t), ||w2||V (t) ≤ r , uniformly in t. Such a condition
can be satisfied using the same S set as for quasilinear problems.

To be precise: In this case the bilinear form a(t ; ., .) is not depending on ξ , it reduces to the
case presented in [10]. Therefore, Section III here would reduce to recall results mainly from
[9, 10]. There is no ξ dependency in the definition of the generalized Ritz map, hence, it is the
one appeared in [13, 14] together with the error bounds presented there. The regularity result of
the Ritz map is still needed from Section III.G.

The stability estimates for the R–K and BDF methods are needed to be revised in a straightfor-
ward way, cf. [4, 5], respectively. To give more insight we give some details in the case of BDF
methods. R–K methods can be handled in a similar way.

The error equation for the semilinear problem reads as

k∑
j=0

δjMn−j en−j + τAnen = τ(f (tn, αn) − f (tn, α̃n)) + τdn, (n ≥ k).

After testing with the multiplier en − ηen−1 we obtain

In + IIn = IIIn + IVn + Vn.

The new nonlinear term is now estimated as

τ−1|Vn| = |〈f (tn, αn) − f (tn, α̃n)|en − ηen−1〉|
≤ ||f (t , αn) − f (t , α̃n)||H−1

h
(�h(t))

||en − ηen−1||An

≤ (δ||en||An + L||en||Mn)(||en||An + η||en−1||An)

≤ 2δ||en||2An
+ Cη||en−1||2An

+ C||en||2Mn
.

The other terms are either estimated as before, or in a much simple way, for instance in the case
of IIn which is now linear, cf. [7].

VII. NUMERICAL EXPERIMENTS

We present a numerical experiment for an evolving surface quasilinear parabolic problem dis-
cretized by evolving surface finite elements coupled with the backward Euler method as a time
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TABLE I. Errors and EOCs in the L∞(L2) and L2(H 1) norms.

Level Dof L∞(L2) EOCs L2(H 1) EOCs

1 126 0.07121892 – 0.1404349 –
2 516 0.02077452 1.78 0.0404614 1.80
3 2070 0.00540906 1.94 0.0111377 1.86
4 8208 0.00136755 1.98 0.0033538 1.73
5 32682 0.00034289 2.00 0.0011904 1.49

integrator. The fully discrete methods were implemented in DUNE-FEM [40], while the initial
triangulations were generated using DistMesh [41].

The evolving surface is given by

�(t) = {
x ∈ R3 | a(t)−1x2

1 + x2
2 + x2

3 − 1 = 0
}

,

where a(t) = 1 + 0.25 sin(2πt), see for example [9, 6, 14]. The problem is considered over the
time interval [0, 1]. We consider the problem with the nonlinearity A(u) = 1 − 1

2e
−u2/4. This

satisfies the conditions in Assumption 2.1, as it has lower bound 1/2, upper bound 1, and its
derivative A′(u) = u

4 e−u2/4 is also bounded, hence, A is Lipschitz continuous. The right-hand
side f is computed as to have u(x, t) = e−6t x1x2 as the true solution of the quasilinear problem

{
∂•u + u∇�(t) · v − ∇�(t) · (A(u)∇�(t)u) = f on �(t),

u(., 0) = u0 on �(0).

The time integrations require the solution of a nonlinear system at every timestep. As it is usual
for R–K methods, we used the simplified Newton iterations, cf. [36] (Section IV.H].

Let (Tk(t))k=1,2,...,n and (τk)k=1,2,...,n be a series of triangulations and timesteps, respectively,
such that 2hk ≈ hk−1 and 4τk = τk−1, with τ1 = 0.1. By ek we denote the error corresponding to
the mesh Tk(t) and step size τk . Then the experimental order of convergences (EOCs) are given
as

EOCk = ln(ek/ek−1)

ln(2)
, (k = 2, 3, . . . , n).

In Table I, we report on the EOCs, for the ESFEM coupled with backward Euler method,
corresponding to the norm and seminorm

L∞(L2) : max
1≤n≤N

||un
h − u(., tn)||L2(�(tn)),

L2(H 1) :

(
τ

N∑
n=1

||∇�(tn)(u
n
h − u(., tn))||2L2(�(tn))

)1/2

.

We computed the numerical solution using the backward Euler method coupled with ESFEM
for four different meshes and a series of time steps, until the final time T = 1. Then we computed
the errors in the discrete norm and seminorm, cf. (10), these error curves are displayed in Fig. 1.
The convergence in time can be seen (note the reference line), while for sufficiently small τ the
spatial error is dominating, in agreement with the theoretical results.
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FIG. 1. Errors of the ESFEM and the backward Euler method at time T = 1.

FIG. 2. Errors of the ESFEM and the three step linearly implicit BDF method at time T = 1.

Figure 2 shows a similar plot: the errors here were obtained by the three step linearly implicit
BDF method coupled with ESFEM for five different meshes and a series of time steps. Again the
results are matching with the theoretical ones.

We note that, for this example, no significant difference appeared between the fully implicit
and linearly implicit BDF methods.
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APPENDIX: A PRIORI ESTIMATES

The result presented here gives regularity result, with a t independent constant, for the elliptic
problems appeared in the proofs of the errors in the Ritz map.

Theorem A.1 (Elliptic regularity for evolving surfaces). i. Let �(t) be an evolving surface, fix
a t ∈ [0, T ] and a function ξ : �(t) → R.

i. Let f ∈ H−1(�(t)) and

L(u) := −∇� · (A(ξ)∇�u) + u. (26)

Then, there exists a weak solution u ∈ H 1(�(t)) of the problem

L(u) = f (27)

with the estimate

||u||H1(�(t)) ≤ c||f ||H−1(�(t)), (28)

where the constant above is independent of t.
ii. Let L(u) be (26), let f ∈ L2(�(t)) and let u ∈ H 1(�(t)) be a weak solution of (27). Then

u is a strong solution of (27), that is, u solves (27) almost everywhere and there exists a
constant c > 0 independent of t and u such that

||u||H2(�(t)) ≤ c(||u||L2(�(t)) + ||f ||L2(�(t))).

Proof. For (i): The Lax–Milgram lemma shows the existence of the weak solution u. Because
the coercivity and boundedness constants (2) and (3) are independent of t, the constant in (28)
also not depends on t. For (ii): Basically we consider pullback of the operator L to �(0), rewrite
it in a local chart and then apply the corresponding results of [42].

By assumption there exists a diffeomorphic parametrization of our evolving surface �(t), that
is, we have a smooth map

� : �(0) × [0, T ] → Rm+1

such that

�t : �(0) → Rm+1, �t(x) := �(x, t)

is an injective immersion which is a homeomorphism onto its image with �t(�(0)) = �(t).
Because �(0) is compact, there exists a finite atlas

(ϕn(0) : Un(0) ⊂ �(0) → Rm)
k

n=1

such that ϕn(Un(0)) ⊂ Rm is bounded and a finite family of compact sets (Vn(0))k
n=1 with

Vn(0) ⊂ Un(0), and
k∪

n=1
Vn(0) = �(0). Using the properties of the diffeomorphic parametrization

the new collections,

Vn(t) := �t(Vn(0)), Un(t) := �t(Un(0)), ϕn(t) := ϕn(0)◦�−1
t ,
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still have the same properties. Now consider the following standard formulae of Riemannian
geometry [43]:

∇�h(x, t) =
m∑

i,j=1

gij
n (x, t)

∂(h◦ϕn(t)
−1)

∂xi

∂(ϕn(t)
−1)

∂xj
,

where

gij ,n(x, t) := ∂(ϕn(t)
−1)

∂xi
· ∂(ϕn(t)

−1)

∂xj

∣∣∣∣
x

is the first fundamental form and gij
n (x, t) are entries of the inverse matrix of gn := (gij ,n), and

∇� · X =
m∑

i,j=1

1√
gn

∂

∂xi
(
√

gng
ij
n Xj )

where X is a smooth tangent vector field with Xj = X · ∂(ϕ(t)−1)

∂xj and
√

gn := √
det(gn). It is

straightforward to calculate that

(−∇� · A∇�u + u)◦ϕn(t)
−1(x) =

m∑
i,j=1

aij ,n(x, t)
∂2(u◦ϕn(t)

−1)

∂xi∂xj
+

m∑
i=1

bi,n(x, t)
∂(u◦ϕn(t)

−1)

∂xi

+ cn(x, t)u◦ϕn(t)
−1

for some appropriate functions aij ,n ∈ W 1,∞(Un(t)), bi,n, cn ∈ L∞(Un(t)) where aij ,n represents
a uniform elliptic matrix. Observe that the assumptions (2), (3), and (4) implies that the function
above can be bounded independently of t. Now [42] (Theorem 8.8) states that, if u◦ϕn(t)

−1 is the
H1-weak solution of (27), then it must be a strong solution as well.

For the estimate in (ii) observe that [42] (Theorem 9.11) gives us for Vn(t) in particular the
estimate

||u◦ϕn(t)
−1

H2(V ′
n(t)) ≤ c(||u◦ϕn(t)

−1||L2(U ′
n(t)) + ||f ◦ϕn(t)

−1||L2(U ′
n(t))), (29)

where V ′
n := ϕn(t)(Vn(t)) and U ′

n := ϕn(t)(Un(t)) are obviously independent of t. Thus the
constant above is independent of t. Then Theorem 3.41 in [44] shows that

||u||H2(Vn(t)) ≤ c(t)||u◦ϕn(t)
−1||H2(V ′

n(t)) ≤ c||u◦ϕn(t)
−1||H2(V ′

n(t)),

where the constant in the middle depends continuously on t, hence the last constant is independent
of t. A similar estimate holds for the right-hand side of (29). An easy calculation finishes the proof
for (ii).

The authors would like to thank Prof. Christian Lubich for the invaluable discussions on the
topic and for his encouragement and help during the preparation of this paper. We would also like
to thank Prof. Frank Loose and Christopher Nerz for our discussions.
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1 Introduction

Starting from a paper by Dziuk and Elliott [10], much insight into the stability and
convergence properties of finite elements on evolving surfaces has been obtained by
studying a linear parabolic equation on a given moving closed surface Γ (t). The
strong formulation of this model problem is to find a solution u(x, t) (for x ∈ Γ (t)
and 0 ≤ t ≤ T ) with given initial data u(x, 0) = u0(x) to the linear partial differential
equation

∂•u(x, t) + u(x, t)∇Γ (t) · v(x, t) − ΔΓ (t)u(x, t) = 0, x ∈ Γ (t), 0 < t ≤ T,

where ∂• denotes the material time derivative, ΔΓ (t) is the Laplace–Beltrami operator
on the surface, and ∇Γ (t) · v is the tangential divergence of the given velocity v

of the surface. We refer to [12] for an excellent review article (up to 2012) on the
numerical analysis of this and related problems. Optimal-order L2 error bounds for
piecewise linear finite elements are shown in [13] and maximum-norm error bounds
in [23]. Stability and convergence of full discretizations obtained by combining the
evolving surface finite element method (ESFEM) with various time discretizations are
shown in [11,15,24]. Convergence of semi- and full discretizations using high-order
evolving surface finite elements is studied in [20]. Arbitrary Euler–Lagrangian (ALE)
variants of theESFEMmethod for this equation are studied in [16,17,21].Convergence
properties of the ESFEM and of full discretizations for quasilinear parabolic equations
on prescribed moving surfaces are studied in [22].

Beyond the above model problem, there is considerable interest in cases where the
velocity of the evolving surface is not given explicitly, but depends on the solution
u of the parabolic equation; see, e.g., [1,6,16,18] for physical and biological models
where such situations arise. Contrary to the case of surfaces with prescribed motion,
there exists so far no numerical analysis for solution-driven surfaces in R3, to the best
of our knowledge.

For the case of evolving curves in R2, there are recent papers by Pozzi and Stinner
[25] and Barrett et al. [2], who couple the curve-shortening flow with diffusion on the
curve and study the convergence of finite element discretizations without and with a
tangential part in the discrete velocity, respectively. The analogous problem for two- or
higher-dimensional surfaces would be to couplemean curvature flowwith diffusion on
the surface. Studying the convergence of finite elements for these coupled problems,
however, remains illusive as long as the convergence of ESFEM for mean curvature
flow of closed surfaces is not understood. This has remained an open problem since
Dziuk’s formulation of such a numerical method for mean curvature flow in his 1990
paper [9].

In this paper we consider different velocity laws for coupling the surface
motion with the diffusion on the surface. Conceivably the simplest velocity law
would be to prescribe the normal velocity at any surface point as a function of
the solution value and possibly its tangential gradient at this point: v(x, t) =
g(u(x, t),∇Γ (t)u(x, t)) νΓ (t)(x) for x ∈ Γ (t), where νΓ (t)(x) denotes the outer nor-
mal vector and g is a given smooth scalar-valued function. This does, however, not
appear to lead to a well-posed problem, and in fact we found no mention of this seem-
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Finite elements on a diffusion-driven evolving surface 645

ingly obvious choice in the literature. Here we study instead a regularized velocity
law:

v(x, t) − αΔΓ (t)v(x, t) = g
(
u(x, t),∇Γ (t)u(x, t)

)
νΓ (t)(x), x ∈ Γ (t),

with a fixed regularization parameter α > 0. This elliptic regularization will turn
out to permit us to give a complete stability and convergence analysis of the ESFEM
semidiscretization, for finite elements of polynomial degree at least two. The case of
linear finite elements is left open in the theory of this paper, but will be considered
in our numerical experiments. The stability and convergence results can be extended
to full discretizations with linearly implicit backward difference time-stepping, as we
plan to show in later work.

Our approach also applies to the ESFEM discretization of coupling a regularized
mean curvature flow and diffusion on the surface:

v − αΔΓ (t)v =
(
−H + g

(
u,∇Γ (t)u

))
νΓ (t),

where H denotes mean curvature on the surface Γ (t).
The error analysis is further extended to a dynamic velocity law

∂•v + v∇Γ (t) · v − αΔΓ (t)v = g
(
u,∇Γ (t)u

)
νΓ (t).

A physically more relevant dynamic velocity law would be based on momentum and
mass balance, such as incompressible Navier–Stokes motion of the surface coupled to
diffusion on the surface. We expect that our analysis extends to such a system, but this
is beyond the scope of this paper. Surface evolutions under Navier–Stokes equations
and under Willmore flow have recently been considered in [3–5].

The paper is organized as follows.
In Sect. 2 we describe the considered problems and give the weak formulation.

We recall the basics of the evolving surface finite element method and describe the
semidiscrete problem. Its matrix–vector formulation is useful not only for the imple-
mentation, but will play a key role in the stability analysis of this paper.

In Sect. 3we present themain result of the paper, which gives convergence estimates
for the ESFEM semidiscretization with finite elements of polynomial degree at least
2. We further outline the main ideas and the organization of the proof.

In Sect. 4 we present auxiliary results that are used to relate different surfaces to
one another. They are the key technical results used later on in the stability analysis.
Section 5 contains the stability analysis for the regularized velocity law with a pre-
scribed driving term. In Sect. 6 this is extended to the stability analysis for coupling
surface PDEs and surface motion. The stability analysis works with the matrix–vector
formulation of the ESFEM semidiscretization and does not use geometric arguments.

In Sect. 7 we briefly recall some geometric estimates used for estimating the consis-
tency errors, which are the defects obtained on inserting the interpolated exact solution
into the scheme. Section 8 deals with the defect estimates. Section 9 proves the main
result by combining the results of the previous sections.
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In Sect. 10we give extensions to other velocity laws: the regularizedmean curvature
flow and the dynamic velocity law addressed above.

Section 11 presents numerical experiments that are complementary to our theoreti-
cal results in that they show the numerical behaviour of piecewise linear finite elements
on some examples.

We use the notational convention to denote vectors in R3 by italic letters, but to
denote finite element nodal vectors in RN and R3N by boldface lowercase letters and
finite element mass and stiffness matrices by boldface capitals. All boldface symbols
in this paper will thus be related to the matrix–vector formulation of the ESFEM.

2 Problem formulation and evolving surface finite element
semidiscretization

2.1 Basic notions and notation

We consider the evolving two-dimensional closed surface Γ (t) ⊂ R3 as the image

Γ (t) = {X (p, t) : p ∈ Γ 0}

of a sufficiently regular vector-valued function X : Γ 0×[0, T ] → R3, whereΓ 0 is the
smooth closed initial surface, and X (p, 0) = p. In view of the subsequent numerical
discretization, it is convenient to think of X (p, t) as the position at time t of a moving
particle with label p, and of Γ (t) as a collection of such particles. To indicate the
dependence of the surface on X , we will write

Γ (t) = Γ (X (·, t)), or briefly Γ (X)

when the time t is clear from the context. The velocity v(x, t) ∈ R3 at a point x =
X (p, t) ∈ Γ (t) equals

∂t X (p, t) = v(X (p, t), t). (2.1)

Note that for a known velocity field v : R3×[0, T ] → R3, the position X (p, t) at time
t of the particle with label p is obtained by solving the ordinary differential equation
(2.1) from 0 to t for a fixed p.

For a function u(x, t) (x ∈ Γ (t), 0 ≤ t ≤ T ) we denote the material derivative as

∂•u(x, t) = d

dt
u(X (p, t), t) for x = X (p, t).

At x ∈ Γ (t) and 0 ≤ t ≤ T , we denote by νΓ (X)(x, t) the outer normal, by
∇Γ (X)u(x, t) the tangential gradient of u, byΔΓ (X)u(x, t) the Laplace–Beltrami oper-
ator applied to u, and by ∇Γ (X) · v(x, t) the tangential divergence of v; see, e.g., [12]
for these notions.
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Finite elements on a diffusion-driven evolving surface 647

2.2 Surface motion coupled to a surface PDE: strong and weak formulation

As outlined in the introduction, we consider a parabolic equation on an evolving
surface that moves according to an elliptically regularized velocity law:

∂•u + u∇Γ (X) · v − ΔΓ (X)u = f (u,∇Γ (X)u),

v − αΔΓ (X)v = g(u,∇Γ (X)u)νΓ (X). (2.2)

Here, f : R × R3 → R and g : R × R3 → R are given continuously differentiable
functions, and α > 0 is a fixed parameter. This system is considered together with the
collection of ordinary differential equations (2.1) for every label p. Initial values are
specified for u and X .

On applying the Leibniz formula as in [10], the weak formulation reads as follows:
Find u(·, t) ∈ W 1,∞(Γ (X (·, t))) and v(·, t) ∈ W 1,∞(Γ (X (·, t)))3 such that for all
test functionsϕ(·, t) ∈ H1(Γ (X (·, t)))with ∂•ϕ = 0 andψ(·, t) ∈ H1(Γ (X (·, t)))3,

d

dt

∫

Γ (X)

uϕ +
∫

Γ (X)

∇Γ (X)u · ∇Γ (X)ϕ =
∫

Γ (X)

f (u,∇Γ (X)u)ϕ,

∫

Γ (X)

v · ψ + α

∫

Γ (X)

∇Γ (X)v · ∇Γ (X)ψ =
∫

Γ (X)

g(u,∇Γ (X)u) νΓ (X) · ψ,

(2.3)

alongsidewith the ordinary differential equations (2.1) for the positions X determining
the surface Γ (X).

We assume throughout this paper that the problem (2.2) or (2.3) admits a unique
solution with sufficiently high Sobolev regularity on the time interval [0, T ] for
the given initial data u(·, 0) and X (·, 0). We assume further that the flow map
X (·, t) : Γ0 → Γ (t) ⊂ R3 is non-degenerate for 0 ≤ t ≤ T , so that Γ (t) is a
regular surface.

2.3 Evolving surface finite elements

We describe the surface finite element discretization of our problem, following [7,8].
We use simplicial elements and continuous piecewise polynomial basis functions of
degree k, as defined in [7, Section 2.5].

We triangulate the given smooth surface Γ 0 by an admissible family of triangu-
lations Th of decreasing maximal element diameter h; see [10] for the notion of an
admissible triangulation, which includes quasi-uniformity and shape regularity. For a
momentarily fixed h, we denote by x0 = (x01 , . . . , x

0
N ) the vector in R3N that collects

all N nodes of the triangulation. By piecewise polynomial interpolation of degree k,
the nodal vector defines an approximate surface Γ 0

h that interpolates Γ 0 in the nodes
x0j . We will evolve the j th node in time, denoted x j (t) with x j (0) = x0j , and collect
the nodes at time t in a vector

x(t) = (x1(t), . . . , xN (t)) ∈ R3N .
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Provided that x j (t) is sufficiently close to the exact position x∗
j (t) := X (p j , t) (with

p j = x0j ) on the exact surface Γ (t) = Γ (X (·, t)), the nodal vector x(t) still cor-
responds to an admissible triangulation. In the following discussion we omit the
omnipresent argument t and just write x for x(t) when the dependence on t is not
important.

By piecewise polynomial interpolation on the plane reference triangle that corre-
sponds to every curved triangle of the triangulation, the nodal vector x defines a closed
surface denoted by Γh(x). We can then define finite element basis functions

φ j [x] : Γh(x) → R, j = 1, . . . , N ,

which have the property that on every triangle their pullback to the reference triangle
is polynomial of degree k, and which satisfy

φ j [x](xk) = δ jk for all j, k = 1, . . . , N .

These functions span the finite element space on Γh(x),

Sh(x) = span
{
φ1[x], φ2[x], . . . , φN [x]}.

For a finite element function uh ∈ Sh(x) the tangential gradient ∇Γh(x)uh is defined
piecewise.

We set

Xh(ph, t) =
N∑

j=1

x j (t) φ j [x(0)](ph), ph ∈ Γ 0
h ,

which has the properties that Xh(p j , t) = x j (t) for j = 1, . . . , N , that Xh(ph, 0) =
ph for all ph ∈ Γ 0

h , and

Γh(x(t)) = Γ (Xh(·, t)).

The discrete velocity vh(x, t) ∈ R3 at a point x = Xh(ph, t) ∈ Γ (Xh(·, t)) is given
by

∂t Xh(ph, t) = vh(Xh(ph, t), t).

A key property of the basis functions is the transport property [10]:

d

dt

(
φ j [x(t)](Xh(ph, t))

)
= 0,

which by integration from 0 to t yields

φ j [x(t)](Xh(ph, t)) = φ j [x(0)](ph).
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This implies that the discrete velocity is simply

vh(x, t) =
N∑

j=1

v j (t) φ j [x(t)](x) for x ∈ Γh
(
x(t)

)
, with v j (t) = ẋ j (t),

where the dot denotes the time derivative d/dt .
The discrete material derivative of a finite element function

uh(x, t) =
N∑

j=1

u j (t) φ j [x(t)](x), x ∈ Γh
(
x(t)

)
,

is defined as

∂•
huh(x, t) = d

dt
uh(Xh(ph, t), t) for x = Xh(ph, t).

By the transport property of the basis functions, this is just

∂•
huh(x, t) =

N∑

j=1

u̇ j (t) φ j [x(t)](x), x ∈ Γh
(
x(t)

)
.

2.4 Semidiscretization of the evolving surface problem

The finite element spatial semidiscretization of the problem (2.3) reads as follows:
Find the unknown nodal vector x(t) ∈ R3N and the unknown finite element functions
uh(·, t) ∈ Sh(x(t)) and vh(·, t) ∈ Sh(x(t))3 such that, for all ϕh(·, t) ∈ Sh(x(t)) with
∂•
hϕh = 0 and all ψh(·, t) ∈ Sh(x(t))3,

d

dt

∫

Γh(x)
uhϕh +

∫

Γh(x)
∇Γh(x)uh · ∇Γh(x)ϕh =

∫

Γh(x)
f (uh,∇Γh(x)uh) ϕh,

∫

Γh(x)
vh · ψh + α

∫

Γh(x)
∇Γh(x)vh · ∇Γh(x)ψh =

∫

Γh(x)
g(uh,∇Γh(x)uh) νΓh(x) · ψh,

(2.4)

and

∂t Xh(ph, t) = vh(Xh(ph, t), t), ph ∈ Γ 0
h . (2.5)

The initial values for the nodal vector u corresponding to uh and the nodal vector
x of the initial positions are taken as the exact initial values at the nodes x0j of the

triangulation of the given initial surface Γ 0:

x j (0) = x0j , u j (0) = u
(
x0j , 0

)
, ( j = 1, . . . , N ).
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2.5 Differential-algebraic equations of the matrix–vector formulation

We now show that the nodal vectors u ∈ RN and v ∈ R3N of the finite element
functions uh and vh , respectively, together with the surface nodal vector x ∈ R3N

satisfy a system of differential-algebraic equations (DAEs). Using the above finite
element setting, we set (omitting the argument t)

uh =
N∑

j=1

u jφ j [x], uh(x j ) = u j ∈ R,

vh =
N∑

j=1

v jφ j [x], vh(x j ) = v j ∈ R3,

and collect the nodal values in column vectors u = (u j ) ∈ RN and v = (v j ) ∈ R3N .
We define the surface-dependent mass matrix M(x) and stiffness matrix A(x) on

the surface determined by the nodal vector x:

M(x)| jk =
∫

Γh(x)
φ j [x]φk[x],

A(x)| jk =
∫

Γh(x)
∇Γhφ j [x] · ∇Γhφk[x],

( j, k = 1, . . . , N ).

We further let (with the identity matrix I3 ∈ R3×3)

K(x) = I3 ⊗
(
M(x) + αA(x)

)
. (2.6)

The right-hand side vectors f(x,u) ∈ RN and g(x,u) ∈ R3N are given by

f(x,u)| j =
∫

Γh(x)
f (uh,∇Γh uh) φ j [x],

g(x,u)|3( j−1)+� =
∫

Γh(x)
g(uh,∇Γh uh)

(
νΓh(x)

)
�
φ j [x],

for j = 1, . . . , N , and � = 1, 2, 3.
We then obtain from (2.4)–(2.5) the following coupled DAE system for the nodal

values u, v and x:

d

dt

(
M(x)u

)
+ A(x)u = f(x,u),

K(x)v = g(x,u),

ẋ = v.

(2.7)
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With the auxiliary vector w = M(x)u, this system becomes

ẋ = v,

ẇ = −A(x)u + f(x,u),

0 = −K(x)v + g(x,u),

0 = −M(x)u + w.

This is of a form to which standard DAE time discretization can be applied; see, e.g.,
[19, Chap.VI].

As will be seen in later sections, the matrix–vector formulation is very useful in the
stability analysis of the ESFEM, beyond its obvious role for practical computations.

2.6 Lifts

In the error analysis we need to compare functions on three different surfaces: the
exact surface Γ (t) = Γ (X (·, t)), the discrete surface Γh(t) = Γh(x(t)), and the
interpolated surface Γ ∗

h (t) = Γh(x∗(t)), where x∗(t) is the nodal vector collecting
the grid points x∗

j (t) = X (p j , t) on the exact surface. In the following definitions we
omit the argument t in the notation.

A finite element function wh : Γh → Rm (m = 1 or 3) on the discrete surface, with
nodal valuesw j , is related to the finite element function ŵh on the interpolated surface
that has the same nodal values:

ŵh =
N∑

j=1

w jφ j [x∗].

The transition between the interpolated surface and the exact surface is done by the
lift operator, which was introduced for linear surface approximations in [8]; see also
[10,13]. Higher-order generalizations have been studied in [7]. The lift operator l
maps a function on the interpolated surface Γ ∗

h to a function on the exact surface Γ ,
provided that Γ ∗

h is sufficiently close to Γ .
The exact regular surface Γ (X (·, t)) can be represented by a (sufficiently smooth)

signed distance function d : R3 × [0, T ] → R, cf. [10, Section 2.1], such that

Γ (X (·, t)) = {
x ∈ R3 | d(x, t) = 0

} ⊂ R3. (2.8)

Using this distance function, the lift of a continuous function ηh : Γ ∗
h → R is

defined as

ηlh(y) := ηh(x), x ∈ Γ ∗
h ,

where for every x ∈ Γ ∗
h the point y = y(x) ∈ Γ is uniquely defined via

y = x − ν(y)d(x).
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For functions taking values in R3 the lift is componentwise. By η−l we denote the
function on Γ ∗

h whose lift is η.
We denote the composed lift L from finite element functions on Γh to functions on

Γ via Γ ∗
h by

wL
h = (ŵh)

l .

3 Statement of the main result: semidiscrete error bound

We are now in the position to formulate the main result of this paper, which yields
optimal-order error bounds for the finite element semidiscretization of a surface PDE
on a solution-driven surface as specified in (2.2), for finite elements of polynomial
degree k ≥ 2. We denote by Γ (t) = Γ (X (·, t)) the exact surface and by Γh(t) =
Γ (Xh(·, t)) = Γh(x(t)) the discrete surface at time t . We introduce the notation

x Lh (x, t) = XL
h (p, t) ∈ Γh(t) for x = X (p, t) ∈ Γ (t).

Theorem 3.1 Consider the space discretization (2.4)–(2.5) of the coupled problem
(2.1)–(2.2), using evolving surface finite elements of polynomial degree k ≥ 2. We
assumequasi-uniformadmissible triangulations of the initial surface and initial values
chosen by finite element interpolation of the initial data for u. Suppose that the problem
admits an exact solution (u, v, X) that is sufficiently smooth (say, in the Sobolev class
Hk+1) on the time interval 0 ≤ t ≤ T , and that the flow map X (·, t) : Γ0 → Γ (t) ⊂
R3 is non-degenerate for 0 ≤ t ≤ T , so that Γ (t) is a regular surface.

Then, there exists h0 > 0 such that for all mesh widths h ≤ h0 the following error
bounds hold over the exact surface Γ (t) = Γ (X (·, t)) for 0 ≤ t ≤ T :

( ∥∥∥uLh (·, t) − u(·, t)
∥∥∥
2

L2(Γ (t))
+

∫ t

0

∥∥∥uLh (·, s) − u(·, s)
∥∥∥
2

H1(Γ (s))
ds

) 1
2 ≤ Chk

and

(∫ t

0

∥∥∥vL
h (·, s) − v(·, s)

∥∥∥
2

H1(Γ (s))3
ds

)1/2

≤ Chk,
∥∥
∥x Lh (·, t) − idΓ (t)

∥∥
∥
H1(Γ (t))3

≤ Chk .

The constant C is independent of t and h, but depends on bounds of the Hk+1 norms
of the solution (u, v, X), on local Lipschitz constants of f and g, on the regularization
parameter α > 0 and on the length T of the time interval.

We note that the last error bound is equivalent to

∥∥∥XL
h (·, t) − X (·, t)

∥∥∥
H1(Γ 0)3

≤ chk .
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Moreover, in the case of a coupling function g in (2.2) that is independent of the
solution gradient, so that g = g(u), we obtain an error bound for the velocity that is
pointwise in time: uniformly for 0 ≤ t ≤ T ,

∥∥∥vL
h (·, t) − v(·, t)

∥∥∥
H1(Γ (t))3

≤ Chk .

A key issue in the proof is to ensure that theW 1,∞ norm of the position error of the
curves remains small. The H1 error bound and an inverse estimate yield an O(hk−1)

error bound in the W 1,∞ norm. This is small only for k ≥ 2, which is why we impose
the condition k ≥ 2 in the above result.

Since the exact flow map X (·, t) : Γ0 → Γ (t) is assumed to be smooth and
non-degenerate, it is locally close to an invertible linear transformation, and (using
compactness) it therefore preserves the admissibility of grids with sufficiently small
mesh width h ≤ h0. Our assumptions therefore guarantee that the triangulations
formed by the nodes x∗

j (t) = X (p j , t) remain admissible uniformly for t ∈ [0, T ] for
sufficiently small h (though the bounds in the admissibility inequalities and the largest
possible mesh width may deteriorate with growing time). Since k ≥ 2, the position
error estimate implies that for sufficiently small h also the triangulations formed by
the numerical nodes x j (t) remain admissible uniformly for t ∈ [0, T ]. This cannot be
concluded for k = 1.

The error bound will be proven by clearly separating the issues of consistency and
stability. The consistency error is the defect on inserting a projection (interpolation or
Ritz projection) of the exact solution into the discretized equation. The defect bounds
involve geometric estimates that were obtained for the time dependent case and for
higher order k ≥ 2 in [20], by combining techniques of Dziuk and Elliott [10,13] and
Demlow [7]. This is done with the ESFEM formulation of Sect. 2.4.

The main issue in the proof of Theorem 3.1 is to prove stability in the form of an
h-independent bound of the error in terms of the defect. The stability analysis is done
in the matrix–vector formulation of Sect. 2.5. It uses energy estimates and transport
formulae that relate themass and stiffnessmatrices and the coupling terms for different
nodal vectors x. No geometric estimates enter in the proof of stability.

In Sect. 4we prove important auxiliary results for the stability analysis. The stability
is first analysed for the discretized velocity law without coupling to the surface PDE in
Sect. 5 and is then extended to the coupled problem in Sect. 6. The necessary geometric
estimates for the consistency analysis are collected in Sect. 7, and the defects are then
bounded in Sect. 8. The proof of Theorem 3.1 is then completed in Sect. 9 by putting
together the results on stability, defect bounds and interpolation error bounds.

4 Auxiliary results for the stability analysis: relating different surfaces

The finite element matrices of Sect. 2.5 induce discrete versions of Sobolev norms.
For any w = (w j ) ∈ RN with corresponding finite element function wh =
∑N

j=1 w jφ j [x] ∈ Sh(x) we note
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‖w‖2M(x) := wTM(x)w = ‖wh‖2L2(Γh(x))
, (4.1)

‖w‖2A(x) := wTA(x)w = ∥∥∇Γh(x)wh
∥∥2
L2(Γh(x))

. (4.2)

In our stability analysis we need to relate finite element matrices corresponding to
different nodal vectors. We use the following setting. Let x, y ∈ R3N be two nodal
vectors defining discrete surfaces Γh(x) and Γh(y), respectively. We let e = (e j ) =
x − y ∈ R3N . For the parameter θ ∈ [0, 1], we consider the intermediate surface
Γ θ
h = Γh(y + θe) and the corresponding finite element functions given as

eθ
h =

N∑

j=1

e jφ j [y + θe]

and, for any vectors w, z ∈ RN ,

wθ
h =

N∑

j=1

w jφ j [y + θe] and zθh =
N∑

j=1

z jφ j [y + θe].

Lemma 4.1 In the above setting the following identities hold:

wT (M(x) − M(y))z =
∫ 1

0

∫

Γ θ
h

wθ
h

(
∇Γ θ

h
· eθ

h

)
zθh dθ,

wT (A(x) − A(y))z =
∫ 1

0

∫

Γ θ
h

∇Γ θ
h
wθ
h ·

(
DΓ θ

h
eθ
h

)
∇Γ θ

h
zθh dθ,

with DΓ θ
h
eθ
h = trace(E)I3 − (E + ET ) for E = ∇Γ θ

h
eθ
h ∈ R3×3.

Proof Using the fundamental theorem of calculus and the Leibniz formula we write

wT (M(x) − M(y))z =
∫

Γh(x)
w1
hz

1
h −

∫

Γh(y)
w0
hz

0
h =

∫ 1

0

d

dθ

∫

Γ θ
h

wθ
h z

θ
hdθ

=
∫ 1

0

∫

Γ θ
h

wθ
h

(
∇Γ θ

h
· eθ

h

)
zθh dθ.

In the last formula we used that the material derivatives (with respect to θ ) of wθ
h and

zθh vanish, thanks to the transport property of the basis functions. The second identity
is shown in the same way, using the formula for the derivative of the Dirichlet integral;
see [10] and also [15, Lemma 3.1]. �

A direct consequence of Lemma 4.1 is the following conditional equivalence of
norms:
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Lemma 4.2 If ‖∇Γ θ
h

· eθ
h‖L∞(Γ θ

h ) ≤ μ for 0 ≤ θ ≤ 1, then

‖w‖M(y+e) ≤ eμ/2 ‖w‖M(y).

If ‖DΓ θ
h
eθ
h‖L∞(Γ θ

h ) ≤ η for 0 ≤ θ ≤ 1, then

‖w‖A(y+e) ≤ eη/2 ‖w‖A(y).

Proof By Lemma 4.1 we have for 0 ≤ τ ≤ 1

‖w‖2M(y+τe) − ‖w‖2M(y) = wT (M(y + τe) − M(y))w

=
∫ τ

0

∫

Γ θ
h

wθ
h ·

(
∇Γ θ

h
· eθ

h

)
wθ
hdθ ≤ μ

∫ τ

0
‖wθ

h‖2L2
(
Γ θ
h

) dθ

= μ

∫ τ

0
‖w‖2M(y+θe) dθ,

and the first result follows from Gronwall’s inequality. The second result is proved in
the same way. �

The following result, when used with wθ
h equal to components of eθ

h , reduces the
problem of checking the conditions of the previous lemma for 0 ≤ θ ≤ 1 to checking
the condition just for the case θ = 0.

Lemma 4.3 In the above setting, assume that

∥∥∥∇Γh [y]e0h
∥∥∥
L∞(Γh [y])

≤ 1

2
. (4.3)

Then, for 0 ≤ θ ≤ 1 the function wθ
h = ∑N

j=1 w jφ j [y + θe] on Γ θ
h = Γ [y + θe] is

bounded by

∥∥∥∇Γ θ
h
wθ
h

∥∥∥
L p

(
Γ θ
h

) ≤ cp
∥∥∥∇Γ 0

h
w0
h

∥∥∥
L p

(
Γ 0
h

) for 1 ≤ p ≤ ∞,

where cp depends only on p (we have c∞ = 2).

Proof We describe the finite element parametrization of the discrete surfaces Γ θ
h in

the same way as in Sect. 2.3, with θ instead of t in the role of the time variable. We
set

Y θ
h (qh) = Yh(qh, θ) =

N∑

j=1

(y j + θe j )φ j [y](qh), qh ∈ Γh[y], (4.4)

so that

Γ
(
Y θ
h

) = Γh[y + θe] = Γ θ
h .
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Since Y 0
h (qh) = qh for all qh ∈ Γ 0

h = Γh[y], the above formula can be rewritten as

Y θ
h (qh) = qh + θe0h(qh).

Tangent vectors to Γ θ
h at yθ

h = Y θ
h (qh) are therefore of the form

δyθ
h = DY θ

h (qh) δqh = δqh + θ
(∇Γ 0

h
e0h(qh)

)T
δqh,

where δqh is a tangent vector to Γ 0
h at qh , or written more concisely, δqh ∈ TqhΓ

0
h .

Letting | · | denote the Euclidean norm of a vector in R3, we have at yθ
h = Y θ

h (qh)

∣∣∣∇Γ θ
h
wθ
h

(
yθ
h

)∣∣∣ = sup
δyθ

h∈T
yθh

Γ θ
h

(∇Γ θ
h
wθ
h

(
yθ
h

))T
δyθ

h

|δyθ
h | = sup

δyθ
h∈T

yθh
Γ θ
h

Dwθ
h

(
yθ
h

)
δyθ

h

|δyθ
h |

= sup
δqh∈TqhΓ 0

h

Dwθ
h

(
yθ
h

)
DY θ

h (qh) δqh∣∣DY θ
h (qh) δqh

∣∣ .

By construction of wθ
h and the transport property of the basis functions, we have

wθ
h

(
Y θ
h (qh)

) =
N∑

j=1

w jφ j [y + θe] (Y θ
h (qh)

) =
N∑

j=1

w jφ j [y](qh) = w0
h(qh).

By the chain rule, this yields

Dwθ
h

(
yθ
h

)
DY θ

h (qh) = Dw0
h(qh).

Under the imposed condition ‖∇Γ 0
h
e0h‖L∞(Γh [y]) ≤ 1

2 we have for 0 ≤ θ ≤ 1

∣
∣DY θ

h (qh) δqh
∣
∣ ≥ |δqh | − θ |(∇Γ 0

h
e0h(qh)

)T
δqh | ≥ 1

2 |δqh |.

Hence we obtain

∣∣∣∇Γ θ
h
wθ
h

(
yθ
h

)∣∣∣ = sup
δqh∈TqhΓ 0

h

Dw0
h(qh) δqh

|DY θ
h (qh) δqh |

≤ sup
δqh∈TqhΓ 0

h

Dw0
h(qh) δqh
1
2 |δqh |

= 2
∣∣∣∇Γ 0

h
w0
h(qh)

∣∣∣ .

This yields the stated result for p = ∞. For 1 ≤ p < ∞ we note in addition that
in using the integral transformation formula we have a uniform bound between the
surface elements, since DY θ

h is close to the identitymatrix by our smallness assumption
on ∇Γ 0

h
e0h . �
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The arguments of the previous proof are also used in estimating the changes of the
normal vectors on the various surfaces Γ θ

h = Γh[y + θe].
Lemma 4.4 Suppose that condition (4.3) is satisfied. Let yθ

h = Y θ
h (qh) ∈ Γ θ

h be
related by the parametrization (4.4) of Γ θ

h over Γ 0
h , for 0 ≤ θ ≤ 1. Then, the corre-

sponding unit normal vectors differ by no more than

∣∣∣νΓ θ
h

(
yθ
h

) − νΓ 0
h

(
y0h

)∣∣∣ ≤ Cθ

∣∣∣∇Γ 0
h
e0h(y

0
h)

∣∣∣ ,

with some constant C.

Proof Let δq1h and δq2h be two linearly independent tangent vectors of Γ 0
h at qh ∈ Γ 0

h
(which may be chosen orthogonal to each other and of unit length with respect to
the Euclidean norm). With δyθ,i

h = DY θ
h (qh) δqih = δqih + θ

(∇Γ 0
h
eh(qh)

)T
δqih for

i = 1, 2 we then have, for 0 ≤ θ ≤ 1,

νΓ θ
h

(
yθ
h

) = δyθ,1
h × δyθ,2

h

|δyθ,1
h × δyθ,2

h | .

Since this expression is a locally Lipschitz continuous function of the two vectors, the
result follows. (The imposed bound (4.3) is sufficient to ensure the linear independence
of the vectors δyθ,i

h .) �

We denote by ∂•
θ f the material derivative of a function f = f (yθ

h , θ) depending
on θ ∈ [0, 1] and yθ

h ∈ Γ θ
h :

∂•
θ f = d

dθ
f
(
yθ
h , θ

)
.

From Lemma 4.4 together with Lemma 4.3 we obtain the following bound:

Lemma 4.5 If condition (4.3) is satisfied, then

∥∥∥∂•
θ νΓ θ

h

∥∥∥
L p

(
Γ θ
h

) ≤ C
∥∥∥∇Γ 0

h
e0h

∥∥∥
L p

(
Γ 0
h

) ,

where C is independent of 0 ≤ θ ≤ 1 and 1 ≤ p ≤ ∞.

Proof By Lemma 4.4 with Γ θ
h in the role of Γ 0

h , we obtain

∣
∣∣∂•

θ νΓ θ
h

(
yθ
h

)∣∣∣ = ∣
∣ lim
τ→0

(
ν
Γ θ+τ
h

(
yθ+τ
h

)
− νΓ θ

h

(
yθ
h

))
/τ

∣
∣ ≤ C

∣
∣∣∇Γ θ

h
eθ
h

(
yθ
h

)∣∣∣ ,

which implies

∥∥∥∂•
θ νΓ θ

h

∥∥∥
L p

(
Γ θ
h

) ≤ C
∥∥∥∇Γ θ

h
eθ
h

∥∥∥
L p

(
Γ θ
h

) ,

and Lemma 4.3 completes the proof. �
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We finally need a result that bounds the time derivatives of the mass and stiffness
matrices corresponding to nodes on the exact smooth surface Γ (t). The following
result is a direct consequence of [15, Lemma 4.1].

Lemma 4.6 Let Γ (t) = Γ (X (·, t)), t ∈ [0, T ], be a smoothly evolving family of
smooth closed surfaces, and let the vector x∗(t) ∈ R3N collect the nodes x∗

j (t) =
X (p j , t). Then,

wT d

dt
M(x∗(t))z ≤ C‖w‖M(x∗(t))‖z‖M(x∗(t)),

wT d

dt
A(x∗(t))z ≤ C‖w‖A(x∗(t))‖z‖A(x∗(t)),

for all w, z ∈ RN . The constant C depends only on a bound of the W 1,∞norm of the
surface velocity.

5 Stability of discretized surface motion under a prescribed driving-term

In this section we begin the stability analysis by first studying the stability of the
spatially discretized velocity law with a given inhomogeneity instead of a coupling to
the surface PDE. This allows us to present, in a technically simpler setting, some of
the basic arguments that are used in our approach to stability estimates, which works
with the matrix–vector formulation. The stability of the spatially discretized problem
including coupling with the surface PDE is then studied in Sect. 6 by similar, but more
elaborate arguments.

5.1 Uncoupled velocity law and its semidiscretization

In this section we consider the velocity law without coupling to a surface PDE:

v − αΔΓ (X)v = g νΓ (X),

where g : R3 × R → R is a given smooth function of (x, t), and α > 0 is a fixed
parameter. This problem is considered togetherwith the ordinary differential equations
(2.1) for the positions X determining the surface Γ (X). Initial values are specified
for X .

The weak formulation is given by the second formula of (2.3) with the function g
considered here. This is considered together with the ordinary differential equations
(2.1) for the positions X .

Then the finite element spatial semidiscretization of this problem reads as: Find
the unknown nodal vector x(t) ∈ R3N and the unknown finite element function
vh(·, t) ∈ Sh(x(t))3 such that the following semidiscrete equation holds for every
ψh ∈ Sh(x(t))3:

∫

Γh(x)
vh · ψh + α

∫

Γh(x)
∇Γh(x)vh · ∇Γh(x)ψh =

∫

Γh(x)
g νΓh(x) · ψh, (5.1)
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together with the ordinary differential equations (2.5). As before, the nodal vector of
the initial positions x(0) is taken from the exact initial values at the nodes x0j of the

triangulation of the given initial surface Γ 0: x j (0) = x0j for j = 1, . . . , N .

As in Sect. 2.5, the nodal vectors v ∈ R3N of the finite element function vh together
with the surface nodal vector x ∈ R3N satisfy a system of differential-algebraic equa-
tions (DAEs). We obtain from (5.1) and (2.5) the following coupled DAE system for
the nodal values v and x:

K(x)v = g(x, t),

ẋ = v.
(5.2)

Here the matrix K(x) = I3 ⊗ (M(x) + αA(x)) is from (2.6), and the driving term
g(x, t) is given by

g(x, t))|3( j−1)+� =
∫

Γh(x)
g(·, t) (

νΓh(x)
)
�
φ j [x], ( j = 1, . . . , N , � = 1, 2, 3).

5.2 Error equations

We denote by

x∗(t) = (
x∗
j (t)

) ∈ R3N with x∗
j (t) = X (p j , t), ( j = 1, . . . , N )

the nodal vector of the exact positions on the surfaceΓ (X (·, t)). This defines a discrete
surface Γh(x∗(t)) that interpolates the exact surface Γ (X (·, t)).

We consider the interpolated exact velocity

v∗
h(·, t) =

N∑

j=1

v∗
j (t)φ j [x∗(t)] with v∗

j (t) = ẋ∗
j (t),

with the corresponding nodal vector

v∗(t) = (
v∗
j (t)

) = ẋ∗(t) ∈ R3N .

Inserting v∗
h and x∗ in place of the numerical solution vh and x into (5.1) yields a

defect dh(·, t) ∈ Sh(x∗(t))3: for every ψh ∈ Sh(x∗(t))3,
∫

Γh(x∗)
v∗
h · ψh + α

∫

Γh(x∗)
∇Γh(x∗)v

∗
h · ∇Γh(x∗)ψh =

∫

Γh(x∗)
g νΓh(x∗) · ψh +

∫

Γh(x∗)
dh · ψh .

With dh(·, t) = ∑N
j=1 d j (t)φ j [x∗(t)] and the corresponding nodal vector dv(t) =

(
d j (t)

) ∈ R3N we then have (I3 ⊗ M(x∗(t)))dv(t) as the defect on inserting x∗ and
v∗ in the first equation of (5.2). WithM[3](x∗) = I3 ⊗ M(x∗), we thus have

123



660 B. Kovács et al.

K(x∗)v∗ = g(x∗) + M[3](x∗)dv,
ẋ∗ = v∗.

(5.3)

We denote the errors in the surface nodes and in the velocity by ex = x − x∗ and
ev = v − v∗, respectively. We rewrite the velocity law in (5.2) as

K(x∗)v = −(
K(x) − K(x∗)

)
v∗ − (

K(x) − K(x∗)
)
ev + g(x).

Then, by subtracting (5.3) from the above version of (5.2), we obtain the following
error equations for the uncoupled problem:

K(x∗)ev = −(
K(x) − K(x∗)

)
v∗ − (

K(x) − K(x∗)
)
ev

+ (
g(x) − g(x∗)

) − M[3](x∗)dv, (5.4)

ėx = ev.

When no confusion can arise, we write in the following M(x∗) for M[3](x∗) and
‖ · ‖H1(Γ ) for ‖ · ‖H1(Γ )3 , etc.

5.3 Norms

We recall that K(x∗) = I3 ⊗ (M(x∗) + αA(x∗)) and, for w ∈ R3N and the corre-
sponding finite element function wh = ∑N

j=1 w jφ j [x∗] ∈ Sh(x∗)3, we consider the
norm

‖w‖2K(x∗) := wTK(x∗)w
= ‖wh‖2L2(Γh(x∗)) + α‖∇Γh(x∗)wh‖2L2(Γh(x∗)) ∼ ‖wh‖2H1(Γh(x∗)).

For convenience, we will take α = 1 in the remainder of this section, so that the last
norm equivalence becomes an equality. For the defect dh ∈ Sh(x∗)3 we use the dual
norm (cf. [24, Proof of Theorem 5.1])

‖dh‖H−1
h (Γh(x∗)) := sup

0 
=ψh∈Sh(x∗)3

∫
Γh(x∗) dh · ψh

‖ψh‖H1(Γh(x∗))3

= sup
0 
=z∈R3N

dTv M(x∗)z
(zTK(x∗)z) 1

2

= sup
0 
=w∈R3N

dTv M(x∗)K(x∗)− 1
2w

(wTw)
1
2

= ‖K(x∗)−
1
2M(x∗)dv‖2 =

(
dTv M(x∗)K(x∗)−1M(x∗)dv

) 1
2
.

(5.5)

We denote

‖dv‖2�,x∗ := dTv M(x∗)K(x∗)−1M(x∗)dv,
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so that

‖dv‖�,x∗ = ‖dh‖H−1
h (Γh(x∗)).

5.4 Stability estimate

The following stability result holds for the errors ev and ex, under an assumption of
small defects. It will be shown in Sect. 8 that this assumption is satisfied if the exact
solution is sufficiently smooth.

Proposition 5.1 Suppose that the defect is bounded as follows, with κ > 1:

‖dv(t)‖�,x∗(t) ≤ chκ , t ∈ [0, T ].
Then there exists h0 > 0 such that the following error bounds hold for h ≤ h0 and
0 ≤ t ≤ T :

‖ex(t)‖2K(x∗(t)) ≤ C
∫ t

0
‖dv(s)‖2�,x∗ds, (5.6)

‖ev(t)‖2K(x∗(t)) ≤ C‖dv(t)‖2�,x∗ + C
∫ t

0
‖dv(s)‖2�,x∗ds. (5.7)

The constant C is independent of t and h, but depends on the final time T and on the
regularization parameter α.

We note that the error functions ev(·, t), ex (·, t) ∈ Sh(x∗(t))3 with nodal vectors
ev(t) and ex(t), respectively, are then bounded by

‖ev(·, t)‖H1(Γh(x∗(t))) ≤ Chκ and ‖ex (·, t)‖H1(Γh(x∗(t))) ≤ Chκ , t ∈ [0, T ].

Proof The proof uses energy estimates for the error equations (5.4) in the matrix–
vector formulation, and it relies on the results of Sect. 4. In the course of this proof c
and C will be generic constants that take on different values on different occurrences.

In view of condition (4.3) for y = x∗(t), we will need to control the W 1,∞ norm
of the position error ex (·, t). Let 0 < t∗ ≤ T be the maximal time such that

‖∇Γh(x∗(t))ex (·, t)‖L∞(Γh(x∗(t))) ≤ h(κ−1)/2 for t ∈ [0, t∗]. (5.8)

At t = t∗ either this inequality becomes an equality, or else we have t∗ = T .
We will first prove the stated error bounds for 0 ≤ t ≤ t∗. Then the proof will be

finished by showing that in fact t∗ coincides with T .
By testing the first equation in (5.4)with ev, and dropping the omnipresent argument

t ∈ [0, t∗], we obtain:
‖ev‖2K(x∗) = eTv K(x∗)ev = −eTv

(
K(x) − K(x∗)

)
v∗

− eTv
(
K(x) − K(x∗)

)
ev

+ eTv
(
g(x) − g(x∗)

) − eTv M(x∗)dv.
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We separately estimate the four terms on the right-hand side in an appropriate way,
with Lemmas 4.1–4.4 as our main tools.

(i)We denote, for 0 ≤ θ ≤ 1, by eθ
v and v

∗,θ
h the finite element functions in Sh(Γ θ

h )3

for Γ θ
h = Γh(x∗ + θex) with nodal vectors ev and v∗, respectively. Lemma 4.1 then

gives us

eTv
(
K(x) − K(x∗)

)
v∗

=
∫ 1

0

∫

Γ θ
h

eθ
v · (∇Γ θ

h
· eθ

x

)
v

∗,θ
h dθ + α

∫ 1

0

∫

Γ θ
h

∇Γ θ
h
eθ
v · (

DΓ θ
h
eθ
x

)∇Γ θ
h
v

∗,θ
h dθ.

Using the Cauchy–Schwarz inequality, we estimate the integral with the product of
the L2 − L2 − L∞ norms of the three factors. We thus have

eTv
(
K(x) − K(x∗)

)
v∗ ≤

∫ 1

0
‖eθ

v‖L2
(
Γ θ
h

) ‖∇Γ θ
h

· eθ
x‖L2

(
Γ θ
h

) ‖v∗,θ
h ‖L∞(

Γ θ
h

) dθ

+α

∫ 1

0
‖∇Γ θ

h
eθ
v‖L2

(
Γ θ
h

)‖DΓ θ
h
eθ
x‖L2

(
Γ θ
h

) ‖∇Γ θ
h
v

∗,θ
h ‖L∞(

Γ θ
h

) dθ

≤ c
∫ 1

0
‖eθ

v‖H1
(
Γ θ
h

) ‖eθ
x‖H1

(
Γ θ
h

) ‖v∗,θ
h ‖W 1,∞(

Γ θ
h

) dθ.

By (5.8) and Lemma 4.3, this is bounded by

eTv
(
K(x) − K(x∗)

)
v∗ ≤ c‖ev‖H1(Γh(x∗)) ‖ex‖H1(Γh(x∗)) ‖v∗

h‖W 1,∞(Γh(x∗)),

where the last factor is bounded independently of h. By the Young inequality, we thus
obtain

eTv
(
K(x) − K(x∗)

)
v∗ ≤ 1

6‖ev‖2H1(Γh(x∗)) + C‖ex‖2H1(Γh(x∗))

= 1
6‖ev‖2K(x∗) + C‖ex‖2K(x∗).

(ii) Similarly, estimating the three factors in the integrals by L2 − L∞ − L2, we
obtain

eTv
(
K(x) − K(x∗)

)
ev ≤ c‖ev‖2L2(Γh(x∗))‖∇Γh · ex‖L∞(Γh(x∗))

+ cα‖∇Γh ev‖2L2(Γh(x∗))‖DΓh ex‖L∞(Γh(x∗))

≤ ch(κ−1)/2‖ev‖2K(x∗),

where in the last inequality we used the bound (5.8).
(iii) In the following bound we use Lemma 4.5. Again with the finite element

function eθ
v = ∑N

j=1(ev) jφ j [x∗ + θex] on the surface Γ θ
h = Γh(x∗ + θex), for 0 ≤

θ ≤ 1, we write
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Finite elements on a diffusion-driven evolving surface 663

eTv
(
g(x) − g(x∗)

) =
∫

Γ 1
h

gνΓ 1
h

· e1v −
∫

Γ 0
h

gνΓ 0
h

· e0v =
∫ 1

0

d

dθ

∫

Γ θ
h

gνΓ θ
h

· eθ
vdθ.

Using the Leibniz formula, this becomes

eTv
(
g(x) − g(x∗)

) =
∫ 1

0

∫

Γ θ
h

(
∂•
θ

(
gνΓ θ

h
· eθ

v

) +
(
gνΓ θ

h
· eθ

v

) (
∇Γ θ

h
· eθ

x

))
dθ.

Here we have, noting that ∂•
θ e

θ
v = 0,

∂•
θ

(
gνΓ θ

h
· eθ

v

) = g′eθ
x νΓ θ

h
· eθ

v + g ∂•
θ νΓ θ

h
· eθ

v .

With Lemmas 4.3 and 4.5 we therefore obtain via the Cauchy–Schwarz inequality
∫

Γ θ
h

∂•
θ

(
gνΓ θ

h
· eθ

v

) ≤ c22 ‖g′‖L∞ ‖ex‖L2(Γh(x∗))‖ev‖L2(Γh(x∗))

+ c22 ‖g‖L∞ ‖∇Γh(x∗)ex‖L2(Γh(x∗)) ‖ev‖L2(Γh(x∗)),

and again with Lemma 4.3,
∫

Γ θ
h

(
gνΓ θ

h
· eθ

v

) (
∇Γ θ

h
· eθ

x

)
≤ c22 ‖g‖L∞ ‖ev‖L2(Γh(x∗)) ‖∇Γh(x∗) · ex‖L2(Γh(x∗)).

In total, we obtain a bound of the same type as for the terms in (i) and (ii):

eTv
(
g(x) − g(x∗)

) ≤ c‖ex‖H1(Γh(x∗)) ‖ev‖L2(Γh(x∗))

= c‖ex‖K(x∗) ‖ev‖M(x∗) ≤ 1
6‖ev‖2K(x∗) + C‖ex‖2K(x∗).

The combination of the estimates of the three terms (i)–(iii) with absorptions (for
sufficiently small h ≤ h0), and a simple dual norm estimate, based on (5.5), for the
defect term, yield the bound

‖ev‖2K(x∗) ≤ c‖ex‖2K(x∗) + c‖dv‖2�,x∗ . (5.9)

Using this estimate, together with taking the ‖·‖K(x∗) norm of both sides of the second
equation in (5.4), we obtain

‖ėx‖2K(x∗) = ‖ev‖2K(x∗) ≤ c‖ex‖2K(x∗) + c‖dv‖2�,x∗ . (5.10)

In order to apply Gronwall’s inequality, we connect
d

dt
‖ex‖2K(x∗) and ‖ėx‖2K(x∗) as

follows:

1

2

d

dt
‖ex‖2K(x∗) = eTx K(x∗)ėx + 1

2
eTx

( d

dt
K(x∗)

)
ex

≤ ‖ėx‖2K(x∗) + c‖ex‖2K(x∗),
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wherewe use theCauchy–Schwarz inequality andLemma4.6 in the estimate. Inserting
(5.10), we obtain

1

2

d

dt
‖ex‖2K(x∗) ≤ c‖ex‖2K(x∗) + c‖dv‖2�,x∗ .

A Gronwall inequality then yields (5.6), using e j (0) = x j (0) − x0j = 0 for j =
1, . . . , N . Inserting this estimate in (5.9), we can bound ev(t) for 0 ≤ t ≤ t∗ by (5.7).

Now it only remains to show that t∗ = T for h sufficiently small. For 0 ≤ t ≤ t∗
we use an inverse inequality and (5.6) to bound the left-hand side in (5.8):

‖∇Γh(x∗(t))ex (·, t)‖L∞(Γh(x∗(t))) ≤ ch−1‖∇Γh(x∗(t))ex (·, t)‖L2(Γh(x∗(t)))

≤ ch−1‖ex(t)‖K(x∗(t)) ≤ cChκ−1 ≤ 1
2h

(κ−1)/2

for sufficiently small h. Hence, we can extend the bound (5.8) beyond t∗, which
contradicts the maximality of t∗ unless we have already t∗ = T . �

6 Stability of coupling surface PDEs to surface motion

Now we turn to the stability bounds of the original problem (2.4)–(2.5), or in DAE
form (2.7), which is the formulation we will actually use for the stability analysis.

6.1 Error equations

Similarly as before, in order to derive stability estimates we consider the DAE system
when we insert the nodal values u∗(t) ∈ RN of the exact solution u(·, t), the nodal
values x∗(t) ∈ R3N of the exact positions X (·, t), and the nodal values v∗(t) ∈ R3N

of the exact velocity v(·, t). Inserting them into (2.7) yields defects du(t) ∈ RN and
dv(t) ∈ R3N : omitting the argument t in the notation, we have

d

dt

(
M(x∗)u∗) + A(x∗)u∗ = f(x∗,u∗) + M(x∗)du,

K(x∗)v∗ = g(x∗,u∗) + M[3](x∗)dv, (6.1)

ẋ∗ = v∗,

where againM[3](x∗) = I3⊗M(x∗). As no confusion can arise, we write againM(x∗)
forM[3](x∗).

We denote the PDE error by eu = u−u∗, and as in the previous section, ev = v−v∗
and ex = x − x∗ denote the velocity error and surface error, respectively. Subtracting
(6.1) from (2.7), we obtain the following error equation:

d

dt

(
M(x∗)eu

)
+ A(x∗)eu = − d

dt

((
M(x) − M(x∗)

)
u∗)

− d

dt

((
M(x) − M(x∗)

)
eu

)

123



Finite elements on a diffusion-driven evolving surface 665

− (
A(x) − A(x∗)

)
u∗

− (
A(x) − A(x∗)

)
eu

+ (
f(x,u) − f(x∗,u∗)

) − M(x∗)du,
K(x∗)ev = −(

K(x) − K(x∗)
)
v∗ − (

K(x) − K(x∗)
)
ev

+ (
g(x,u) − g(x∗,u∗)

) − M(x∗)dv,
ėx = ev. (6.2)

6.2 Stability estimate

We now formulate the stability result for the errors eu, ev and ex of the surface motion
coupled to the surface PDE. Here, we use the norms (4.1)–(4.2) and those of Sect. 5.3.

Proposition 6.1 Assume that the following bounds hold for the defects, for some
κ > 1:

‖du(t)‖�,x∗(t) ≤ chκ , ‖dv(t)‖�,x∗(t) ≤ chκ , for t ∈ [0, T ].

Then there exists h0 > 0 such that the following stability estimate holds for all h ≤ h0
and 0 ≤ t ≤ T :

‖eu(t)‖2M(x∗) +
∫ t

0
‖eu(s)‖2A(x∗)ds + ‖ex(t)‖2K(x∗) +

∫ t

0
‖ev(s)‖2K(x∗)ds

≤ C
∫ t

0

(
‖du(s)‖2�,x∗ + ‖dv(s)‖2�,x∗

)
ds. (6.3)

The constant C is independent of t and h, but depends on the final time T and on the
regularization parameter α.

We note that the error functions eu(·, t) ∈ Sh(x∗(t)) and ev(·, t), ex (·, t) ∈
Sh(x∗(t))3 with nodal vectors eu(t) and ev(t), ex(t), respectively, are then bounded
by

‖eu(·, t)‖L2(Γh(x∗(t))) +
(∫ t

0
‖eu(·, t)‖2H1(Γh(x∗(t))) ds

)1/2

≤ Chκ ,

(∫ t

0
‖ev(·, t)‖2H1(Γh(x∗(t)))3ds

)1/2

≤ Chκ , (6.4)

‖ex (·, t)‖H1(Γh(x∗(t)))3 ≤ Chκ , t ∈ [0, T ].

Proof The proof is an extension of the proof of Proposition 5.1, again based on the
matrix–vector formulation and the auxiliary results of Sect. 4. We handle the surface
PDE and the surface equations separately: we first estimate the errors of the PDE,
while those for the surface equation are based on Sect. 5. Finally we will combine the
results to obtain the stability estimates for the coupled problem.

123



666 B. Kovács et al.

In the course of this proof c and C will be generic constants that take on different
values on different occurrences.

Let 0 < t∗ ≤ T be the maximal time such that the following inequalities hold:

‖∇Γh(x∗(t))ex (·, t)‖L∞(Γh(x∗(t))) ≤ h(κ−1)/2,

‖eu(·, t)‖L∞(Γh(x∗(t))) ≤ 1,
for t ∈ [0, t∗]. (6.5)

Note that t∗ > 0 since initially both ex (·, 0) = 0 and eu(·, 0) = 0.
We first prove the stated error bounds for 0 ≤ t ≤ t∗. At the end, the proof will be

finished by showing that in fact t∗ coincides with T .
Testing the first two equations of (6.2) with eu and ev, and dropping the omnipresent

argument t ∈ [0, t∗], we obtain:

eTu
d

dt

(
M(x∗)eu

)
+ eTu A(x∗)eu = −eTu

d

dt

((
M(x) − M(x∗)

)
u∗)

−eTu
d

dt

((
M(x) − M(x∗)

)
eu

)

−eTu
(
A(x) − A(x∗)

)
u∗

−eTu
(
A(x) − A(x∗)

)
eu

+eTu
(
f(x,u) − f(x∗,u∗)

) − eTuM(x∗)du,
‖ev‖2K(x∗) = −eTv

(
K(x) − K(x∗)

)
v∗− eTv

(
K(x) − K(x∗)

)
ev

+eTv
(
g(x,u) − g(x∗,u∗)

) − eTv M(x∗)dv,
ėx = ev.

(A) Estimates for the surface PDE: We estimate the terms separately, with Lem-
mas 4.1–4.3 as our main tools.

(i) The symmetry of M(x∗) and a simple calculation yield

eTu
d

dt

(
M(x∗)eu

)
= 1

2

d

dt

(
eTuM(x∗)eu

)
+ 1

2
eTu

( d

dt
M(x∗)

)
eu

= 1

2

d

dt
‖eu‖2M(x∗) + 1

2
eTu

( d

dt
M(x∗)

)
eu,

where the last term is bounded by Lemma 4.6 as

∣∣∣eTu
d

dt
M(x∗)eu

∣∣∣ ≤ c ‖eu‖2M(x∗).

(ii) By the definition of the A-norm we have

eTu A(x∗)eu = ‖eu‖2A(x∗).
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(iii) With the product rule we write

eTu
d

dt

((
M(x) − M(x∗)

)
u∗)

= eTu
(
M(x) − M(x∗)

)
u̇∗ + eTu

( d

dt

(
M(x) − M(x∗)

))
u∗. (6.6)

With Γ θ
h (t) = Γh[x∗(t) + θex(t)] and with the finite element functions eθ

u(·, t),
u∗,θ
h (·, t) ∈ Sh(x∗(t) + θex(t)) with nodal vectors eu(t), u∗(t), resp., Lemma 4.1

(with x∗(t) in the role of y) yields for the first term, omitting again the argument t ,

eTu
(
M(x) − M(x∗)

)
u̇∗ =

∫ 1

0

∫

Γ θ
h

eθ
u

(
∇Γ θ

h
· eθ

x

)
∂•
hu

∗,θ
h dθ.

Using the Cauchy–Schwarz inequality we obtain

∣∣
∣eTu

(
M(x) − M(x∗)

)
u̇∗

∣∣
∣ ≤

∫ 1

0
‖eθ

u‖L2
(
Γ θ
h

) ‖∇Γ θ
h

· eθ
x‖L2

(
Γ θ
h

) ‖∂•
hu

∗,θ
h ‖L∞(

Γ θ
h

) dθ.

Under condition (6.5) we obtain from Lemmas 4.2 and 4.3 that for 0 ≤ t ≤ t∗,
∣∣∣eTu

(
M(x) − M(x∗)

)
u̇∗

∣∣∣ ≤ c ‖e0u‖L2(Γ 0
h ) ‖e0x‖H1(Γ 0

h ) ‖∂•
hu

∗,0
h ‖L∞(Γ 0

h ).

Now, the last factor is bounded by

∥∥∥∂•
hu

∗,0
h

∥∥∥
L∞(Γ 0

h )
≤ c

∥∥u̇∗∥∥∞ ≤ C

because of the assumed smoothness of the exact solution u and hence of its material
derivative ∂•u(·, t), whose values at the nodes are the entries of the vector u̇∗(t). Hence
we obtain, on recalling the definitions of the discrete norms,

−eTu
(
M(x) − M(x∗)

)
u̇∗ ≤ C‖eu‖M(x∗)‖ex‖K(x∗).

Using Lemma 4.1 together with the Leibniz formula, the last term in (6.6) becomes

eTu
( d

dt

(
M(x) − M(x∗)

))
u∗ =

∫ 1

0

∫

Γ θ
h

eθ
u ∂•

h

(
∇Γ θ

h
· eθ

x

)
u∗,θ
h dθ

+
∫ 1

0

∫

Γ θ
h

eθ
u

(
∇Γ θ

h
· eθ

x

)
u∗,θ
h

(
∇Γ θ

h
· vθ

h

)
dθ,

where vθ
h is the velocity of Γ θ

h (as a function of t), which is the finite element function
in Sh(x∗ + θex) with nodal vector ẋ∗ + θ ėx = v∗ + θev. Thus,

vθ
h = v

∗,θ
h + θeθ

v , (6.7)
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where v
∗,θ
h and eθ

v are the finite element functions on Γ θ
h with nodal vectors v∗ and

ev, respectively. In the first integral we further use, cf. [14, Lemma 2.6],

∂•
h

(
∇Γ θ

h
· eθ

x

)
= ∇Γ θ

h
· ∂•

h e
θ
x −

((
I3 − νθ

h

(
νθ
h

)T )
∇Γ θ

h
vθ
h

)
: ∇Γ θ

h
eθ
x ,

where : symbolizes the Euclidean inner product of the vectorization of two matrices.
Here we note that ∂•

h e
θ
x is the finite element function on Γ θ

h with nodal vector ėx = ev,
so that ∂•

h e
θ
x = eθ

v .
We then estimate, using the Cauchy–Schwarz inequality in the first step, Lem-

mas 4.2 and 4.3 in the second step (using (6.5) to ensure the smallness condition in
these lemmas), the definition of the discrete norms in the third step, and using the first
bound of (6.5) and the boundedness of the discrete gradient of the interpolated exact
velocity ∇Γh(x∗)v∗

h and of the interpolated exact solution u∗
h in the fourth step,

∣∣∣∣

∫ 1

0

∫

Γ θ
h

eθ
u ∂•

h

(
∇Γ θ

h
· eθ

x

)
u∗,θ
h dθ

∣∣∣∣

≤
∫ 1

0

∫

Γ θ
h

‖eθ
u‖L2

(
Γ θ
h

)
(
‖∇Γ θ

h
· eθ

v‖L2
(
Γ θ
h

)

+‖∇Γ θ
h
v

∗,θ
h ‖L∞(

Γ θ
h

) · ‖∇Γ θ
h
eθ
x‖L2

(
Γ θ
h

)

+‖∇Γ θ
h
eθ
v‖L2

(
Γ θ
h

) · ‖∇Γ θ
h
eθ
x‖L∞(

Γ θ
h

)
)
‖u∗,θ

h ‖L∞(
Γ θ
h

) dθ

≤ c ‖eu‖L2(Γh(x∗))
(
‖∇Γh(x∗)ev‖L2(Γh(x∗))

+‖∇Γh(x∗)v
∗
h‖L∞(Γh(x∗)) · ‖∇Γh(x∗)ex‖L2(Γh(x∗))

+‖∇Γh(x∗)ev‖L2(Γh(x∗)) · ‖∇Γh(x∗)ex‖L∞(Γh(x∗))
)
‖u∗

h‖L∞(Γh(x∗))

≤ c ‖eu‖M(x∗)
(
‖ev‖A(x∗) + ‖∇Γh(x∗)v

∗
h‖L∞(Γh(x∗)) ‖ex‖A(x∗)

+‖ev‖A(x∗)‖∇Γh(x∗)ex‖L∞(Γh(x∗))
)
‖u∗‖∞

≤ c‖eu‖M(x∗)
(
‖ev‖K(x∗) + C‖ex‖K(x∗) + ‖ex‖K(x∗)h

(κ−1)/2
)
C

≤ C ′‖eu‖M(x∗)
(
‖ev‖K(x∗) + ‖ex‖K(x∗)

)
.

With the same arguments we estimate, on inserting (6.7),

∣
∣∣∣

∫ 1

0

∫

Γ θ
h

eθ
u

(
∇Γ θ

h
· eθ

x

)
u∗,θ
h

(
∇Γ θ

h
· vθ

h

)
dθ

∣
∣∣∣

≤
∫ 1

0

∫

Γ θ
h

‖eθ
u‖L2

(
Γ θ
h

) ‖∇Γ θ
h

· eθ
x‖L2

(
Γ θ
h

) ‖u∗,θ
h ‖L∞(

Γ θ
h

) ‖∇Γ θ
h

· v
∗,θ
h ‖L∞(

Γ θ
h

) dθ

+
∫ 1

0

∫

Γ θ
h

‖eθ
u‖L2

(
Γ θ
h

) ‖∇Γ θ
h

· eθ
x‖L∞(

Γ θ
h

) ‖u∗,θ
h ‖L∞(

Γ θ
h

) ‖∇Γ θ
h

· eθ
v‖L2

(
Γ θ
h

) dθ
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≤ c ‖eu‖M(x∗)‖ex‖K(x∗)‖u∗‖∞‖∇Γh(x∗) · v∗
h‖L∞(Γh(x∗))

+ c ‖eu‖M(x∗) ‖∇Γh(x∗)ex‖L∞(Γh(x∗)) ‖u∗‖∞‖ev‖K(x∗)

≤ C ‖eu‖M(x∗)
(
‖ev‖K(x∗) + ‖ex‖K(x∗)

)
.

Altogether we obtain the bound

−eTu
d

dt

((
M(x) − M(x∗)

)
u∗) ≤ C ‖eu‖M(x∗)

(
‖ev‖K(x∗) + ‖ex‖K(x∗)

)
.

(iv) We obtain similarly

−eTu
d

dt

((
M(x) − M(x∗)

)
eu

)

= −1

2
eTu

( d

dt

(
M(x) − M(x∗)

))
eu − 1

2

d

dt

(
eTu

(
M(x) − M(x∗)

)
eu

)

≤ c ‖eu‖M(x∗)
(
‖ev‖K(x∗) + ‖ex‖K(x∗)

)
‖eu‖L∞(Γh(x∗))

−1

2

d

dt

(
eTu

(
M(x) − M(x∗)

)
eu

)

≤ C‖eu‖M(x∗)
(‖ev‖K(x∗) + ‖ex‖K(x∗)

) − 1

2

d

dt

(
eTu

(
M(x) − M(x∗)

)
eu

)
,

where we used the second bound of (6.5) in the last inequality.
(v) Lemma 4.1, the Cauchy–Schwarz inequality and Lemma 4.3 yield

−eTu
(
A(x) − A(x∗)

)
u∗ = −

∫ 1

0

∫

Γ θ
h

∇Γ θ
h
eθ
u · (

DΓ θ
h
eθ
x

)∇Γ θ
h
u∗,θ
h dθ

≤ c‖eu‖A(x∗) ‖ex‖A(x∗) ‖∇Γh(x∗)u
∗
h‖L∞(Γh(x∗))

≤ C‖eu‖A(x∗) ‖ex‖K(x∗).

(vi) Similarly we estimate

−eTu
(
A(x) − A(x∗)

)
eu ≤ c‖eu‖2A(x∗)‖DΓh(x∗)ex‖L∞(Γh(x∗))

≤ Ch(κ−1)/2‖eu‖2A(x∗),

where we used the first bound of (6.5).
(vii) The coupling term is estimated similarly to (iii) in the proof of Proposition 5.1:

eTu
(
f(x,u) − f(x∗,u∗)

) =
∫

Γ 1
h

f
(
uh,∇Γ 1

h
uh

)
e1u −

∫

Γ 0
h

f
(
u∗
h,∇Γ 0

h
u∗
h

)
e0u .

With

uθ
h =

N∑

j=1

(u∗
j + θ(eu) j ) φ j [x∗ + θex] = u∗,θ

h + θeθ
u (6.8)

123



670 B. Kovács et al.

we therefore have

eTu
(
f(x,u) − f(x∗,u∗)

) =
∫ 1

0

d

dθ

∫

Γ θ
h

f
(
uθ
h,∇Γ θ

h
uθ
h

)
eθ
u dθ

andwith theLeibniz formula (noting that eθ
x is the velocity of the surfaceΓ θ

h considered
as a function of θ ), we rewrite this as

eTu
(
f(x,u) − f(x∗,u∗)

)

=
∫ 1

0

∫

Γ θ
h

(
∂•
θ f

(
uθ
h,∇Γ θ

h
uθ
h

)
eθ
u + f

(
uθ
h,∇Γ θ

h
uθ
h

)
eθ
u

(
∇Γ θ

h
· eθ

x

))
dθ.

Here we use the chain rule

∂•
θ f

(
uθ
h,∇Γ θ

h
uθ
h

)
= ∂1 f

(
uθ
h,∇Γ θ

h
uθ
h

)
∂•
θ u

θ
h + ∂2 f

(
uθ
h,∇Γ θ

h
uθ
h

)
∂•
θ ∇Γ θ

h
uθ
h

and observe the following: by the assumed smoothness of f and the exact solution u,
and by the bound (6.5) for eu (and hence for eθ

u by Lemmas 4.2 and 4.3), we have on
recalling (6.8)

∥∥
∥∂i f

(
uθ
h,∇Γ θ

h
uθ
h

)∥∥
∥
L∞(

Γ θ
h

) ≤ C, i = 1, 2.

We note

∂•
θ u

θ
h = eθ

u

and the relation, see [14, Lemma 2.6],

∂•
θ ∇Γ θ

h
uθ
h = ∇Γ θ

h
∂•
θ u

θ
h − ∇Γ θ

h
eθ
x ∇Γ θ

h
uθ
h + νθ

h

(
νθ
h

)T (
∇Γ θ

h
eθ
x

)T ∇Γ θ
h
uθ
h .

We then have, on inserting (6.8) and using once again Lemmas 4.2 and 4.3 and the
bound (6.5),

eTu
(
f(x,u) − f(x∗,u∗)

) =
∫ 1

0

∫

Γ θ
h

eθ
u

(
∂1 f

(
uθ
h,∇Γ θ

h
uθ
h

)
eθ
u

+ ∂2 f (u
θ
h,∇Γ θ

h
uθ
h)

(∇Γ θ
h
eθ
u − ∇Γ θ

h
eθ
x ∇Γ θ

h
uθ
h + νθ

h

(
νθ
h

)T (
∇Γ θ

h
eθ
x

)T ∇Γ θ
h
uθ
h

))
dθ

≤ c‖eu‖L2(Γh(x∗))
(
‖eu‖L2(Γh(x∗))

+‖∇Γh(x∗))eu‖L2(Γh(x∗)) + ‖∇Γh(x∗))ex‖L2(Γh(x∗)) ‖∇Γh(x∗))u
∗
h‖L∞(Γh(x∗))

+‖∇Γh(x∗))ex‖L∞(Γh(x∗)) ‖∇Γh(x∗))eu‖L2(Γh(x∗))
)

≤ C‖eu‖M(x∗)
(
‖eu‖M(x∗) + ‖eu‖A(x∗) + ‖ex‖A(x∗) + ‖eu‖A(x∗)

)

≤ C‖eu‖M(x∗)
(
‖eu‖M(x∗) + ‖eu‖A(x∗) + ‖ex‖K(x∗)

)
.
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Combined, the above estimates yield the following inequality:

1

2

d

dt
‖eu‖2M(x∗) + ‖eu‖2A(x∗) ≤ C ‖eu‖2M(x∗) + C‖eu‖M(x∗)

(
‖ev‖K(x∗) + ‖ex‖K(x∗)

)

+C‖eu‖M(x∗)‖ev‖K(x∗) + c‖eu‖M(x∗)‖ex‖K(x∗)

+C‖eu‖M(x∗)‖ev‖K(x∗) − 1

2

d

dt

(
eTu

(
M(x) − M(x∗)

)
eu

)

+C‖eu‖A(x∗)‖ex‖K(x∗) + Ch(κ−1)/2‖eu‖2A(x∗)

+C‖eu‖M(x∗)
(
‖eu‖M(x∗) + ‖eu‖A(x∗) + ‖ex‖K(x∗)

)

+C‖eu‖A(x∗)‖du‖�,x∗ .

Estimating further, using Young’s inequality and absorptions into ‖eu‖2A(x∗) (using
h ≤ h0 for a sufficiently small h0), we obtain the following estimate, where we can
choose ρ > 0 small at the expense of enlarging the constant in front of ‖eu‖2M(x∗):

1

2

d

dt
‖eu‖2M(x∗) + 1

2
‖eu‖2A(x∗) ≤ c‖eu‖2M(x∗) + c‖ex‖2K(x∗) + ρ‖ev‖2K(x∗)

1

2

d

dt

(
eTu

(
M(x) − M(x∗)

)
eu

)
+ c‖du‖2�,x∗ .

(6.9)

(B) Estimates in the surface equation: Based on Sect. 5, we obtain

‖ev‖2K(x∗) ≤ c‖ex‖2K(x∗) + |eTv
(
g(x,u) − g(x∗,u∗)

)| + c‖dv‖2�,x∗ ,

where the coupling term can be estimated based on (iii) in the proof of Proposition 5.1
and (vii) above:

|eTv
(
g(x,u) − g(x∗,u∗)

)| ≤ ‖ev‖M(x∗)
(‖eu‖M(x∗) + ‖eu‖A(x∗) + ‖ex‖K(x∗)

)
.

We then obtain

‖ev‖2K(x∗) ≤ C
(‖ex‖2K(x∗) + ‖eu‖2M(x∗) + ‖eu‖2A(x∗) + ‖dv‖2�,x∗

)
. (6.10)

As in Sect. 5, this provides the estimate

1

2

d

dt
‖ex‖2K(x∗) ≤ C

(‖ex‖2K(x∗) + ‖eu‖2M(x∗) + ‖eu‖2A(x∗) + ‖dv‖2�,x∗
)
. (6.11)

(C) Combination: We first insert (6.10) into (6.9), where we can choose ρ > 0 so
small that Cρ ≤ 1/2 for the constant C in (6.10). Then we take a linear combination
of (6.9) and (6.11) to obtain, for a sufficiently small σ > 0,

d

dt
‖eu‖2M(x∗) + 1

2
‖eu‖2A(x∗) + σ

d

dt
‖ex‖2K(x∗)
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≤ c‖eu‖2M(x∗) + c‖ex‖2K(x∗) + d

dt

(
eTu

(
M(x) − M(x∗)

)
eu

)

+ c‖du‖2�,x∗ + c‖dv‖2�,x∗ .

We integrate both sides over [0, t], for 0 ≤ t ≤ t∗, to get

‖eu(t)‖2M(x∗) + 1

2

∫ t

0
‖eu(s)‖2A(x∗)ds + σ‖ex(t)‖2K(x∗)

≤ ‖eu(0)‖2M(x∗) + ‖ex(0)‖2K(x∗) + c
∫ t

0

(
‖eu(s)‖2M(x∗) + ‖ex(s)‖2K(x∗)

)
ds

− eu(t)T
(
M(x) − M(x∗)

)
eu(t) + c

∫ t

0

(
‖du(s)‖2�,x∗ + ‖dv(s)‖2�,x∗

)
ds.

The middle term can be further bounded using Lemmas 4.1–4.3 and an L2− L∞ − L2

estimate, as

eu(t)T
(
M(x) − M(x∗)

)
eu(t) =

∫ 1

0

∫

Γ θ
h

eθ
u · (∇Γ θ

h
· eθ

x )e
θ
u dθ

≤ c‖eu(t)‖2M(x∗)‖∇Γh(x∗) · ex‖L∞(Γh(x∗))

≤ Ch(κ−1)/2‖eu(t)‖2M(x∗),

where we used the first bound from (6.5) in the last inequality.
Absorbing this to the left-hand side and using Gronwall’s inequality yields the

stability estimate

‖eu(t)‖2M(x∗) +
∫ t

0
‖eu(s)‖2A(x∗)ds + ‖ex(t)‖2K(x∗)

≤ c
∫ t

0

(
‖du(s)‖2�,x∗ + ‖dv(s)‖2�,x∗

)
ds. (6.12)

Inserting this bound in (6.10), squaring and integrating from 0 to t yields

∫ t

0
‖ev(s)‖2K(x∗) ds ≤ c

∫ t

0

(
‖du(s)‖2�,x∗ + ‖dv(s)‖2�,x∗

)
ds.

With the assumed bounds of the defects, we obtain O(hk) error estimates for 0 ≤ t ≤
t∗. Finally, to show that t∗ = T , we use the same argument as at the end of the proof
of Proposition 5.1. �

Remark 6.1 If the coupling function g = g(u) in (2.2) does not depend on the tan-
gential gradient of u, then the term ‖eu‖2A(x∗) does not appear in the bound (6.10).
Therefore, inserting the estimate (6.12) into (6.10) then yields a pointwise stability
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Finite elements on a diffusion-driven evolving surface 673

estimate for ev: uniformly for 0 ≤ t ≤ T ,

‖ev(t)‖2K(x∗) ≤ C‖dv(t)‖2�,x∗ + C
∫ t

0

(
‖du(s)‖2�,x∗ + ‖dv(s)‖2�,x∗

)
ds.

7 Geometric estimates

In this section we give further notations and some technical lemmas from [20] that
will be used later on. Most of the results are high-order and time-dependent extensions
of geometric approximation estimates shown in [7,8,10,13].

7.1 The interpolating surface

We return to the setting of Sect. 2, where X (·, t) defines a smooth surface Γ (t) =
Γ (X (·, t)). For an admissible triangulation of Γ (t) with nodes x∗

j (t) = X (p j , t) and
the corresponding nodal vector x∗(t) = (x∗

j (t)), we define the interpolating surface
by

X∗
h(ph, t) =

N∑

j=1

x∗
j (t) φ j [x(0)](ph), ph ∈ Γ 0

h ,

which has the properties that X∗
h(p j , t) = x∗

j (t) = X (p j , t) for j = 1, . . . , N , and

Γ ∗
h (t) := Γh(x∗(t)) = Γ (X∗

h(·, t)).

In the following we drop the argument t when it is not essential. The velocity of the
interpolating surface Γ ∗

h , defined as in Sect. 2.3, is denoted by v∗
h .

7.2 Approximation results

The lift of a function ηh : Γ ∗
h (t) → R is again denoted by ηlh : Γ (t) → R, defined via

the oriented distance function d between Γ ∗
h (t) and Γ (t) provided that the surfaces

are sufficiently close (which is the case if h is sufficiently small).

Lemma 7.1 (Equivalence of norms [8, Lemma 3], [7]) Let ηh : Γ ∗
h (t) → R with lift

ηlh : Γ (t) → R. Then the L p and W 1,p norms on the discrete and continuous surfaces
are equivalent for 1 ≤ p ≤ ∞, uniformly in the mesh size h ≤ h0 (with sufficiently
small h0 > 0) and in t ∈ [0, T ].
In particular, there is a constant c such that for h ≤ h0 and 0 ≤ t ≤ T ,

c−1‖ηh‖L2(Γ ∗
h (t)) ≤ ‖ηlh‖L2(Γ (t)) ≤ c‖ηh‖L2(Γ ∗

h (t)),

c−1‖ηh‖H1(Γ ∗
h (t)) ≤ ‖ηlh‖H1(Γ (t)) ≤ c‖ηh‖H1(Γ ∗

h (t)).
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Later on the following estimates will be used. They have been shown in [20], based
on [7,13].

Lemma 7.2 Let Γ (t) and Γ ∗
h (t) be as above in Sect. 7.1. Then, for h ≤ h0 with a

sufficiently small h0 > 0, we have the following estimates for the distance function d
from (2.8), and for the error in the normal vector:

‖d‖L∞(Γ ∗
h (t)) ≤ chk+1, ‖νΓ (t) − νl

Γ ∗
h (t)‖L∞(Γ (t)) ≤ chk,

with constants independent of h ≤ h0 and t ∈ [0, T ].

7.3 Bilinear forms and their estimates

We use surface-dependent bilinear forms defined similarly as in [13]: Let X be a given
surface with velocity v, with interpolation surface X∗

h with velocity v∗
h . For arbitrary

z, ϕ ∈ H1(Γ (X)) and for their discrete analogs Zh, φh ∈ Sh(x∗):

m(X; z, ϕ) =
∫

Γ (X)

zϕ,

a(X; z, ϕ) =
∫

Γ (X)

∇Γ z · ∇Γ ϕ,

q(X; v; z, ϕ) =
∫

Γ (X)

(∇Γ · v)zϕ,

m
(
X∗
h; Zh, φh

) =
∫

Γ (X∗
h)
Zhφh,

a
(
X∗
h; Zh, φh

) =
∫

Γ (X∗
h)
∇Γh Zh · ∇Γhφh,

q
(
X∗
h; v∗

h; Zh, φh
) =

∫

Γ (X∗
h)

(∇Γh · v∗
h

)
Zhφh,

where the discrete tangential gradients are understood in a piecewise sense. For more
details see [13, Lemma 2.1] (and the references in the proof), or [12, Lemma 5.2].

We start by defining a discrete velocity on the smooth surface, denoted by v̂h .
We follow Section 5.3 of [20], where the high-order ESFEM generalization of the
discrete velocity on Γ (X) from Sections 4.3 and 5.3 of [13] is discussed. Using the
lifted elements, Γ (X) is decomposed into curved elements whose Lagrange points
move with the velocity v̂h defined by

v̂h
( (

X∗
h

)l
(·, t), t) = d

dt

(
X∗
h

)l
(·, t).

Discrete material derivatives on Γ (X∗
h) and Γ (X) are given by

∂•
v∗
h
ϕh = ∂tϕh + v∗

h · ∇ϕh,

∂•
v̂h

ϕl
h = ∂tϕ

l
h + v̂h · ∇ϕl

h,
(ϕh ∈ Sh(x∗)).

In [13, Lemma 4.1] it was shown that the transport property of the basis functions
carries over to the lifted basis functions φ j [x∗]:

∂•
v̂h

φ j [x∗]l =
(
∂•
v∗
h
φ j [x∗]

)l = 0, ( j = 1, . . . , N ).
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Therefore, the above discrete material derivatives and the lift operator satisfy, for
ϕh ∈ Sh(X∗

h),

∂•
v̂h

ϕl
h =

(
∂•
v∗
h
ϕh

)l
. (7.1)

Lemma 7.3 (Transport properties [13, Lemma 4.2]) For any z(t), ϕ(t) ∈ H1

(Γ (X (·, t))),
d

dt
m(X; z, ϕ) = m

(
X; ∂•z, ϕ

) + m
(
X; z, ∂•ϕ

) + q(X; v; z, ϕ).

The same formulas hold when Γ (X) is considered as the lift of the discrete surface
Γ (X∗

h) (i.e. Γ (X) can be decomposed into curved elements which are lifts of the
elements of Γ (X∗

h)), moving with the velocity v̂h:

d

dt
m(X; z, ϕ) = m(X; ∂•

v̂h
z, ϕ) + m(X; z, ∂•

v̂h
ϕ) + q(X; v̂h; z, ϕ).

Similarly, in the discrete case, for arbitrary zh(t), ϕh(t), ∂•
v∗
h
zh(t), ∂•

v∗
h
ϕh(t) ∈ Sh

(x∗(t)) we have:

d

dt
m(X∗

h; zh, ϕh) = m
(
X∗
h; ∂•

v∗
h
zh, ϕh

)
+ m

(
X∗
h; zh, ∂•

v∗
h
ϕh

)
+ q

(
X∗
h; v∗

h; zh, ϕh
)
,

where v∗
h is the velocity of the surface Γ (X∗

h).

The following estimates, proved in Lemma 5.6 of [20], will play a crucial role in
the defect bounds later on.

Lemma 7.4 (Geometric perturbation errors) For any Zh, ψh ∈ Sh(x∗) where Γ (X∗
h)

is the interpolation surface of piecewise polynomial degree k, we have the following
bounds, for h ≤ h0 with a sufficiently small h0 > 0,

∣∣∣m
(
X; Zl

h, ϕ
l
h

)
− m

(
X∗
h; Zh, ϕh

)∣∣∣ ≤ chk+1‖Zl
h‖L2(Γ (X))‖ϕl

h‖L2(Γ (X)),
∣∣
∣a

(
X; Zl

h, ϕ
l
h

)
− a

(
X∗
h; Zh, ϕh

)∣∣
∣ ≤ chk+1‖∇Γ Zl

h‖L2(Γ (X))‖∇Γ ϕl
h‖L2(Γ (X)),

∣∣∣q
(
X; v̂h; Zl

h, ϕ
l
h

)
− q

(
X∗
h; v∗

h; Zh, ϕh
)∣∣∣ ≤ chk+1‖Zl

h‖L2(Γ (X))‖ϕl
h‖L2(Γ (X)).

The constant c is independent of h and t ∈ [0, T ].

7.4 Interpolation error estimates for evolving surface finite element functions

For any u ∈ Hk+1(Γ (X)), there is a unique piecewise polynomial surface finite
element interpolation of degree k in the nodes x∗

j , denoted by Ĩhu ∈ Sh(x∗). We set

Ihu := ( Ĩhu)l : Γ (X) → R. Error estimates for this interpolation are obtained from
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[7, Proposition 2.7] by carefully studying the time dependence of the constants, cf.
[20].

Lemma 7.5 There exists a constant c > 0 independent of h ≤ h0, with a sufficiently
small h0 > 0, and t such that for u(·, t) ∈ Hk+1(Γ (t)), for 0 ≤ t ≤ T ,

‖u − Ihu‖L2(Γ (X)) + h‖∇Γ (u − Ihu)‖L2(Γ (X)) ≤ chk+1‖u‖Hk+1(Γ (X)).

The same result holds for vector valued functions. As it will always be clear from
the context we do not distinguish between interpolations for scalar and vector valued
functions.

8 Defect bounds

In this section we show that the assumed defect estimates of Propositions 5.1 and 6.1
are indeed fulfilled.

The interpolations satisfy the discrete problem (2.4)–(2.5) only up to some defects.
These defects are denoted by du ∈ Sh(x∗), dv ∈ Sh(x∗)3, with x∗(t) the vector of exact
nodal values x∗

j (t) = X (p j , t) ∈ Γ (t), and are given as follows: for all ϕh ∈ Sh(x∗)
with ∂•

v∗
h
ϕh = 0 and ψh ∈ Sh(x∗)3,

∫

Γh(x∗)
duϕh = d

dt

∫

Γh(x∗)
Ĩhu ϕh +

∫

Γh(x∗)
∇Γh(x∗) Ĩhu · ∇Γh(x∗)ϕh

−
∫

Γh(x∗)
f
(
Ĩhu,∇Γh(x∗) Ĩhu

)
ϕh,

∫

Γh(x∗)
dv · ψh =

∫

Γh(x∗)
Ĩhv · ψh + α

∫

Γh(x∗)
∇Γh(x∗) Ĩhv · ∇Γh(x∗)ψh

−
∫

Γh(x∗)
g

(
Ĩhu,∇Γh(x∗) Ĩhu

)
νΓh(x∗) · ψh .

Later on the vectors of nodal values of the defects du and dv are denoted by du ∈ RN

and dv ∈ R3N , respectively. These vectors satisfy (6.1).

Lemma 8.1 Let the solution u, the surface X and its velocity v be all sufficiently
smooth. Then there exists a constant c > 0 such that for all h ≤ h0, with a sufficiently
small h0 > 0, and for all t ∈ [0, T ], the defects du and dv of the kth-degree finite
element interpolation are bounded as

‖du‖�,x∗ = ‖du‖H−1
h (Γ (X∗

h))
≤ chk,

‖dv‖�,x∗ = ‖dv‖H−1
h (Γ (X∗

h))
≤ chk,

where the H−1
h -norm is defined in (5.5). The constant c is independent of h and

t ∈ [0, T ].
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Proof (i)We start from an identity for the dual norm as in (5.5), (omitting the argument
x∗ of the matrices):

‖du‖�,x∗ =
(
dTuM(M + A)−1Mdu

) 1
2 = ‖du‖H−1

h (Γ (X∗
h))

.

In order to estimate the defect in u, we subtract (2.3) from the above equation, and
perform almost the same proof as in [13, Section 7]. We use the bilinear forms and
the discrete versions of the transport properties from Lemma 7.3. We obtain, for any
ϕh ∈ Sh(x∗) with ∂•

v∗
h
ϕh = 0,

m
(
X∗
h; du, ϕh

) = d

dt
m

(
X∗
h; Ĩhu, ϕh

) + a
(
X∗
h; Ĩhu, ϕh

)

−m
(
X∗
h; f

(
Ĩhu,∇Γh Ĩhu

)
, ϕh

)

= m
(
X∗
h; ∂•

v∗
h
Ĩhu, ϕh

)
+ q

(
X∗
h; v∗

h; Ĩhu, ϕh
) + a

(
X∗
h; Ĩhu, ϕh

)

−m
(
X∗
h; f

(
Ĩhu,∇Γh Ĩhu

)
, ϕh

)
,

and

0 = d

dt
m

(
X; u, ϕl

h

)
+ a

(
X; u, ϕl

h

)
− m

(
X; f

(
u,∇Γ (X)u

)
, ϕl

h

)

= m
(
X; ∂•

v̂h
u, ϕl

h

)
+ q

(
X; v̂h; u, ϕl

h

)
+ a

(
X; u, ϕl

h

)
− m

(
X; f

(
u,∇Γ (X)u

)
, ϕl

h

)
.

Subtracting the two equation yields

m
(
X∗
h; du, ϕh

) = m
(
X∗
h; ∂•

v∗
h
Ĩhu, ϕh

)
− m

(
X; ∂•

v̂h
u, ϕl

h

)

+ q
(
X∗
h; v∗

h; Ĩhu, ϕh
) − q

(
X; v̂h; u, ϕl

h

)

+ a
(
X∗
h; Ĩhu, ϕh

) − a
(
X; u, ϕl

h

)

−
(
m

(
X∗
h; f

(
Ĩhu,∇Γh Ĩhu

)
, ϕh

) − m
(
X; f (u,∇Γ u) , ϕl

h

) )
.

Webound all the terms pairwise, by using the interpolation estimates of Lemma7.5 and
the estimates for the geometric perturbation errors of the bilinear forms of Lemma 7.4.
For the first pair, using that (∂•

v∗
h
Ĩhu)l = ∂•

v̂h
Ihu, we obtain

∣∣m
(
X∗
h; ∂•

v∗
h
Ĩhu, ϕh

)
− m

(
X; ∂•

v̂h
u, ϕl

h

) ∣∣ ≤ ∣∣m
(
X∗
h; ∂•

v∗
h
Ĩhu, ϕh

)
− m

(
X; ∂•

v̂h
Ihu, ϕl

h

) ∣∣

+ ∣∣m
(
X; Ih∂•

v̂h
u − ∂•

v̂h
u, ϕl

h

) ∣∣

≤ chk+1‖ϕl
h‖L2(Γ (X)).
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For the second pair we obtain

∣∣q
(
X∗
h; v∗

h; Ĩhu, ϕh
) − q

(
X; v̂h; u, ϕl

h

) ∣∣ ≤ ∣∣q
(
X∗
h; v∗

h; Ĩhu, ϕh
) − q

(
X; v̂h; Ihu, ϕl

h

) ∣∣

+ ∣∣q
(
X; v∗

h; Ihu − u, ϕh
) ∣∣

≤ chk+1‖ϕl
h‖L2(Γ (X)).

The third pair is estimated by

∣∣a
(
X∗
h; Ĩhu, ϕh

) − a
(
X; u, ϕl

h

) ∣∣ ≤ ∣∣a
(
X∗
h; Ĩhu, ϕh

) − a
(
X; Ihu, ϕl

h

) ∣∣

+ ∣∣a
(
X; Ihu − u, ϕl

h

) ∣∣

≤ chk‖∇Γ ϕl
h‖L2(Γ (X)).

For the last pair we use the fact that ( f (u,∇Γ u))−l = f (u−l , (∇Γ u)−l) and the local
Lipschitz continuity of the function f , to obtain

∣∣m
(
X∗
h; f ( Ĩhu,∇Γh Ĩhu), ϕh

) − m
(
X; f (u,∇Γ u) , ϕl

h

) ∣∣

≤ ∣∣m
(
X∗
h; f

(
Ĩhu,∇Γh Ĩhu

) − f
(
u−l , (∇Γ u)−l

)
, ϕh

) ∣∣

+ ∣∣m
(
X∗
h; f (u,∇Γ u)−l , ϕh

)
− m

(
X; f (u,∇Γ u) , ϕl

h

) ∣∣

≤ c‖ f
(
Ĩhu,∇Γh Ĩhu

) − f
(
u−l , (∇Γ u)−l

)
‖L2(Γ (X∗

h))
‖ϕl

h‖L2(Γ (X))

+ chk+1‖ϕl
h‖L2(Γ (X)).

The first term is estimated, using the local Lipschitz continuity of f and equivalence
of norms, by

‖ f
(
Ĩhu,∇Γh Ĩhu

) − f (u−l , (∇Γ u)−l)‖L2(Γ (X∗
h))

≤ ‖ f ‖W 1,∞
(
c‖Ihu − u‖L2(Γ (X)) + c‖∇Γ (Ihu − u)‖L2(Γ (X))

+ c‖(∇Γh u
−l)l − ∇Γ u‖L2(Γ (X))

)
,

where the first two terms are bounded by O(hk) using interpolation estimates, while
the third term is bounded, using Remark 4.1 in [13] and Lemma 7.2, as

∥
∥∥∥
(
∇Γh u

−l
)l − ∇Γ u

∥
∥∥∥
L2(Γ (X))

≤ chk .

Thus for the fourth pair we obtained

∣∣m
(
X∗
h; f

(
Ĩhu,∇Γh Ĩhu

)
, ϕh

) − m
(
X; f (u,∇Γ u) , ϕl

h

) ∣∣ ≤ chk‖ϕl
h‖L2(Γ (X)).
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Altogether, we have

m
(
X∗
h; du, ϕh

) ≤ chk‖ϕl
h‖H1(Γ (X)),

which, by the equivalence of norms given by Lemma 7.1, shows the first bound of the
stated lemma.

(ii) In order to estimate the defect in v, similarly as previously we subtract (2.3)
from the above equation and use the bilinear forms to obtain

m
(
X∗
h; dv, ψh

) = m
(
X∗
h; Ĩhv, ψh

) − m
(
X; v, ψ l

h

)

+ α
(
a

(
X∗
h; Ĩhv, ψh

) − a
(
X; v, ψ l

h

) )

+m
(
X∗
h; g( Ĩhu, ∇Γh Ĩhu)νΓ (X∗

h )
, ψh

)
− m

(
X; g(u,∇Γ u)νΓ (X), ψ

l
h

)
.

Similarly as in the previous part, these three pairs are bounded pairwise. For the first
pair we have

∣∣∣m
(
X∗
h; Ĩhv,ψh

) − m
(
X; v,ψ l

h

)∣∣∣ ≤
∣∣∣m

(
X∗
h; Ĩhv,ψh

) − m
(
X; Ihv,ψ l

h

)∣∣∣

+
∣∣∣m

(
X; Ihv − v,ψ l

h

)∣∣∣

≤ chk+1‖ψ l
h‖L2(Γ (X)).

For the second pair we use the interpolation estimate to bound

∣∣∣a
(
X∗
h; Ĩhv,ψh

) − a
(
X; v,ψ l

h

)∣∣
∣ ≤

∣∣
∣a

(
X∗
h; Ĩhv,ψh

) − a
(
X; Ihv,ψ l

h

)∣∣
∣

+
∣∣∣a

(
X; Ihv − v,ψ l

h

)∣∣∣

≤ chk
∥∥∥∇Γ ψ l

h

∥∥∥
L2(Γ (X))

.

The third pair we estimate, similarly to the nonlinear pair above, by

∣∣∣m
(
X∗
h; g

(
Ĩhu,∇Γh Ĩhu

)
νΓ (X∗

h)
, ψh

)
− m

(
X; g (u,∇Γ u) νΓ (X), ψ

l
h

)∣∣∣

≤
∣∣∣m

(
X∗
h;

(
g

(
Ĩhu,∇Γh Ĩhu

) − g (u,∇Γ u)−l
)

νΓ (X∗
h)

, ψh

)∣∣∣

+
∣∣
∣m

(
X∗
h; g (u,∇Γ u)−l

(
νΓ (X∗

h)
− ν−l

Γ (X)

)
, ψh

)∣∣
∣

+
∣∣∣m

(
X∗
h; g (u,∇Γ u)−l ν−l

Γ (X), ψh

)
− m

(
X; g (u,∇Γ u) νΓ (X), ψ

l
h

)∣∣∣

≤ chk‖g‖W 1,∞‖ψ l
h‖L2(Γ (X)) + c‖∇Γ (X − X∗

h)‖L2(Γ (X))‖ψ l
h‖L2(Γ (X))

+ chk+1‖g‖L2‖ψ l
h‖L2(Γ (X))

≤ chk‖g‖W 1,∞‖ψ l
h‖L2(Γ (X)) + chk‖ψ l

h‖L2(Γ (X))

≤ chk‖ψ l
h‖L2(Γ (X)),

123



680 B. Kovács et al.

wherewe have used the local Lipschitz boundedness of the function g, the interpolation
estimate, Lemmas 7.2 and 7.4, through a similar argument as above for the semilinear
term with f .

Finally, the combination of these bounds yields

m
(
X∗
h; dv, ψh

) ≤ chk‖ψ l
h‖H1(Γ (X)),

providing the asserted bound on dv. �

9 Proof of Theorem 3.1

The errors are decomposed using interpolations and the definition of lifts from
Sect. 2.6: omitting the argument t ,

uLh − u = (
ûh − Ĩhu

)l + (
Ihu − u

)
,

vL
h − v = (

v̂h − Ĩhv
)l + (

Ihv − v
)
,

XL
h − X = (

X̂h − Ĩh X
)l + (

Ih X − X
)
.

The last terms in these formulas can be bounded in the H1(Γ ) norm by Chk , using
the interpolation bounds of Lemma 7.5.

To bound the first terms on the right-hand sides, we first use the defect bounds of
Lemma 8.1, which then together with the stability estimate of Proposition 6.1 proves
the result, since by the norm equivalences of Lemma 7.1 and Eqs. (4.1)–(4.2) we have
(again omitting the argument t)

|(ûh − Ĩhu
)l‖L2(Γ ) ≤ c‖ûh − Ĩhu‖L2(Γ ∗

h ) = c‖eu‖M(x∗),

|∇Γ

(
ûh − Ĩhu

)l‖L2(Γ ) ≤ c‖∇Γ ∗
h

(
ûh − Ĩhu

)‖L2(Γ ∗
h ) = c‖eu‖A(x∗),

and similarly for v̂h − Ĩhv and X̂h − Ĩh X .

10 Extension to other velocity laws

In this section we consider the extension of our results to different velocity laws:
adding a mean curvature term to the regularized velocity law considered so far, and
a dynamic velocity law. We concentrate on the velocity laws without coupling to the
surface PDE, since the coupling can be dealt with in the same way as previously. We
only consider the stability of the evolving surface finite element discretization, since
bounds for the consistency error are obtained by the same arguments as before.
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10.1 Regularized mean curvature flow

Wenext extend our results to the casewhere the velocity law contains amean curvature
term:

v − αΔΓ (X)v − βΔΓ (X)X = g(·, t)νΓ (X), (10.1)

where g : R3×R → R is a givenLipschitz continuous function of (x, t), andα > 0 and
β > 0 are fixed parameters. Here ΔΓ (X)X is a suggestive notation for −Hν, where
H denotes the mean curvature of the surface Γ (X). (More precisely, ΔΓ (X)id =
−HνΓ (X)).

The corresponding differential-algebraic system reads

K(x)v + A(x)x = g(x), (10.2)

where K(x) is again defined by (2.6) and where we now write A(x) for the matrix
β I3 ⊗ A(x) with A(x) of Sect. 2.5.

Similarly as before the corresponding error equation is given as

K(x∗)ev + A(x∗)ex = −(
K(x) − K(x∗)

)
v∗ − (

K(x) − K(x∗)
)
ev

− (
A(x) − A(x∗)

)
x∗ − (

A(x) − A(x∗)
)
ex

+ (
g(x) − g(x∗)

) − M(x∗)dv

together with ėx = ev.

Proposition 10.1 Under the assumptions of Proposition 5.1, there exists h0 > 0 such
that the following stability estimate holds for all h ≤ h0, for 0 ≤ t ≤ T :

‖ex(t)‖2K(x∗(t)) ≤ C
∫ t

0
‖dv(s)‖2�,x∗ ds,

‖ev(t)‖2K(x∗(t)) ≤ C‖dv(t)‖2�,x∗ + C
∫ t

0
‖dv(s)‖2�,x∗ ds.

The constant C is independent of t and h, but depends on the final time T , and on the
parameters α and β.

Proof We detail only those parts of the proof of Proposition 5.1 where the mean
curvature term introduces differences, otherwise exactly the same proof applies.

In order to prove the stability estimate we again test with ev, and obtain

‖ev‖2K(x∗) = −eTv
(
K(x) − K(x∗)

)
v∗ − eTv

(
K(x) − K(x∗)

)
ev

− eTv
(
A(x) − A(x∗)

)
x∗ − eTv

(
A(x) − A(x∗)

)
ex − eTv A(x∗)ex

+ eTv
(
g(x) − g(x∗)

) − eTv M(x∗)dv.
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Every term is estimated exactly as previously in the proof of Proposition 5.1, except
the terms corresponding to the mean curvature term, involving the stiffness matrix A.
They are estimated by the same techniques as previously:

eTv
(
A(x) − A(x∗)

)
x∗ + eTv

(
A(x) − A(x∗)

)
ex ≤ 1

6
‖ev‖2K(x∗) + c‖ex‖2K(x∗),

eTv A(x∗)ex ≤ 1

6
‖ev‖2K(x∗) + c‖ex‖2K(x∗).

Altogether we obtain the error bound

‖ev‖2K(x∗) ≤ c‖ex‖2K(x∗) + c‖dv‖2�,x∗ ,

which is exactly (5.9). The proof is then completed as before. �

With Proposition 10.1 and the appropriate defect bounds, Theorem 3.1 extends
directly to the system with mean curvature term in the regularized velocity law.

10.2 A dynamic velocity law

Let us consider the dynamic velocity law, again without coupling to a surface PDE:

∂•v + v∇Γ (X) · v − αΔΓ (X)v = g(·, t) νΓ (X),

where again g : R3 × R → R is a given Lipschitz continuous function of (x, t), and
α > 0 is a fixed parameter. This problem is considered together with the ordinary
differential equations (2.1) for the positions X determining the surface Γ (X). Initial
values are specified for X and v.

The weak formulation and the semidiscrete problem can be obtained by a similar
argument as for the PDE on the surface in Sect, 6. Therefore we immediately present
the ODE formulation of the semidiscretization. As in Sect. 2.5, the nodal vectors
v ∈ R3N of the finite element function vh , together with the surface nodal vector
x ∈ R3N satisfy a system of ODEs with matrices and driving term as in Sect. 5:

d

dt

(
M(x)v

)
+ A(x)v = g(x, t),

ẋ = v.
(10.3)

By using the same notations for the exact positions x∗(t) ∈ R3N , for the interpolated
exact velocity v∗(t) ∈ R3N , and for the defect dv(t), we obtain that they fulfill the
following equation

d

dt

(
M(x∗)v∗) + A(x∗)v∗ = g(x∗, t) + M(x∗)dv,

ẋ∗ = v∗.
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By subtracting this from (10.3), and using similar arguments as before, we obtain the
error equations for the surface nodes and velocity:

d

dt

(
M(x∗)ev

)
+ A(x∗)ev = − d

dt

((
M(x) − M(x∗)

)
v∗)

− d

dt

((
M(x) − M(x∗)

)
ev

)

− (
A(x) − A(x∗)

)
v∗

− (
A(x) − A(x∗)

)
ev

+ (
g(x) − g(x∗)

) − M(x∗)dv
ėx = ev.

We then have the following stability result.

Proposition 10.2 Under the assumptions of Proposition 5.1, there exists h0 > 0 such
that the following error estimate holds for all h ≤ h0, uniformly for 0 ≤ t ≤ T :

‖ex(t)‖2K(x∗(t)) + ‖ev(t)‖2M(x∗(t)) +
∫ t

0
‖ev(s)‖2A(x∗(s)) ds ≤C

∫ t

0
‖dv(s)‖2�,x∗ ds.

The constant C > 0 is independent of t and h, but depends on the final time T and
the parameter α.

Proof By testing the error equation with ev we obtain

eTv
d

dt

(
M(x∗)ev

)
+ eTv A(x∗)ev = −eTv

d

dt

((
M(x) − M(x∗)

)
v∗)

− eTv
d

dt

((
M(x) − M(x∗)

)
ev

)

− eTv
(
A(x) − A(x∗)

)
v∗

− eTv
(
A(x) − A(x∗)

)
ev

+ eTv
(
g(x) − g(x∗)

) − eTv M(x∗)dv.

The terms are bounded in the same way as the corresponding terms in the proofs of
Propositions 5.1 and 6.1. With these estimates, a Gronwall inequality yields the result.

�
With Proposition 10.2 and the appropriate defect bounds, Theorem 3.1 extends

directly to the parabolic surface PDE coupled with the dynamic velocity law.

11 Numerical results

In this section we complement Theorem 3.1 by showing the numerical behaviour of
piecewise linear finite elements, which are not covered by Theorem 3.1, but never-
theless perform remarkably well. Moreover, we compare our regularized velocity law
with regularization by mean curvature flow.
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11.1 A coupled problem

Our test problem is a combination of (2.2) with a mean curvature term as in (10.1):

∂•u + u∇Γ · v − ΔΓ u = f (t, x),

v − αΔΓ v − βΔΓ X = δuνΓ + g(t, x)νΓ ,
(11.1)

for non-negative parameters α, β, δ. The velocity law here is a special case of (2.2)
for β = 0, and reduces to (10.1) for δ = 0. The matrix–vector form reads

d

dt

(
M

(
x(t)

)
u(t)

)
+ A

(
x(t)

)
u(t) = f

(
t, x(t)

)
, t ∈ [0, T ],

K
(
x(t)

)
ẋ(t) + βA

(
x(t)

)
x(t) = δN

(
x(t))u(t) + g

(
t, x(t)

)
, t ∈ [0, T ],

for given x(0) and u(0), where

N
(
x)u|3( j−1)+� =

∫

Γh(x)

(
νΓh

)
�
u jφ j [x],

for j = 1, . . . , N and � = 1, 2, 3.
In our numerical experiments we used a linearly implicit Euler discretization of

this system with step sizes chosen so small that the error is dominated by the spatial
discretization error.

Example 11.1 We consider (11.1) and choose f and g such that X (p, t) = r(t)p
with

r(t) = r0rK
rK e−kt + r0(1 − e−kt )

and u(X, t) = X1X2e−6t are the exact solution of the problem. The parameters are
set to be T = 1, α = 1, β = 0, δ = 0.4, r0 = 1, rK = 2 and k = 0.5.

We choose (Tk) as a series of meshes such that 2hk ≈ hk−1. In Table 1 we report on
the errors and the corresponding experimental orders of convergence (EOC). Using
the notation of Sect. 2.6, the following norms are used:

‖erru‖L∞(L2) = sup
[0,T ]

‖ûh( · , t) − Ĩhu( · , t)‖L2(Γ ∗
h (t)),

‖erru‖L2(H1) =
(∫ T

0

∥∥
∥ûh( · , s) − Ĩhu( · , s)

∥∥
∥
2

H1(Γ ∗
h (s))

ds

) 1
2

,

‖errv‖L∞(H1) = sup
[0,T ]

‖̂vh( · , t) − Ĩhv( · , t)‖H1(Γ ∗
h (t)),

‖errx‖L∞(H1) = sup
[0,T ]

‖x̂h( · , t) − idΓ ∗
h (t)‖H1(Γ ∗

h (t)).

123



Finite elements on a diffusion-driven evolving surface 685

Table 1 Errors and EOCs for Example 11.1

Level DOF h(T ) ‖erru‖L∞(L2) EOC ‖erru‖L2(H1) EOC

(a) Errors for u

1 126 0.6664 0.1519165 – 0.2727214 –

2 516 0.4088 0.0896624 1.08 0.1498895 1.22

3 2070 0.1799 0.0222349 1.70 0.0344362 1.79

4 8208 0.0988 0.0070552 1.91 0.0109074 1.92

5 32,682 0.0499 0.0018319 1.98 0.0029375 1.92

Level DOF h(T ) ‖errv‖L∞(H1) EOC ‖errx‖L∞(H1) EOC

(b) Surface and velocity errors

1 126 0.6664 0.2260428 – 0.1473157 –

2 516 0.4088 0.0595755 2.73 0.0298673 3.27

3 2070 0.1799 0.0158342 1.61 0.0106836 1.25

4 8208 0.0988 0.0053584 1.81 0.0042312 1.54

5 32,682 0.0499 0.0019341 1.50 0.0017838 1.27

The EOCs for the errors E(hk−1) and E(hk) with mesh sizes hk−1, hk are given via

EOC(hk−1, hk) =
log

(
E(hk−1)
E(hk)

)

log
(
hk−1
hk

) , (k = 2, . . . , n).

The degree of freedoms (DOF) and maximum mesh size at time T are also reported
in the tables.

In Table 1 we report on the errors and EOCs observed using Example 11.1. The
EOCs in the PDE are expected to be 2 for the L∞(L2) norm and 1 for the L2(H1)

norm, while the errors in the surface and in the surface velocity are expected to be 1
in the L∞(H1) norm.

Example 11.2 Again we consider (11.1), but this time we quantitatively compare the
two different regularized velocity laws. Hence, we let δ vanish. We use a g like in
Example 11.1 and run two tests with the common parameters T = 2, r0 = 1, rK = 2
and k = 0.5, and use the same mesh and time step levels as before. The first test uses
α = 0 and β = 1 and the second test uses α = 1 and β = 0. The results are captured
in Table 2. Our regularized velocity law provides smaller errors as regularizing with
mean curvature flow. The EOCs in the errors in the surface and in the errors for the
surface velocity are expected to be 1 in L∞(H1)v and L∞(H1)x norm, see Table 2b.
While it can be observed that for this particular example the convergence rates for
α 
= 0 are higher then for β 
= 0.
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Table 2 Errors and EOCs for Example 11.2

Level DOF h(T ) L∞(L2)v EOC L∞(H1)v EOC L∞(H1)x EOC

(a) Surface and velocity errors with parameters α = 0 and β = 1

1 126 0.6664 0.756045 – 1.31532 – 1.601255 –

2 516 0.4088 0.393067 1.34 0.78538 1.06 0.522342 2.29

3 2070 0.1799 0.095914 1.72 0.96206 -0.25 0.137396 1.63

4 8208 0.0988 0.035166 1.67 1.48784 -0.73 0.044666 1.87

5 32,682 0.0499 0.019755 0.85 2.73584 -0.89 0.013507 1.75

Level DOF h(T ) L∞(L2)v EOC L∞(H1)v EOC L∞(H1)x EOC

(b) Surface and velocity errors with parameters α = 1 and β = 0

1 126 0.6664 0.149836 – 0.225114 – 0.143419 –

2 516 0.4088 0.036118 2.91 0.058147 2.77 0.024087 3.65

3 2070 0.1799 0.009286 1.65 0.015843 1.58 0.009702 1.11

4 8208 0.0988 0.002705 2.06 0.005361 1.81 0.003990 1.48

5 32,682 0.0499 0.000686 2.01 0.001935 1.49 0.001746 1.21

11.2 A model for tumor growth

Our next test problem is the coupled system of equations

∂•u + u∇Γ · v − ΔΓ u = f1(u, w),

∂•w + w∇Γ · v − DcΔΓ w = f2(u, w), (11.2)

v − αΔΓ v − βΔΓ X = δuνΓ ,

where

f1(u, w) = γ (a − u + u2w), f2(u, w) = γ (b − u2w),

with non-negative parameters Dc, γ, a, b, α, β.
For α = 0 this system has been used as a simplified model for tumor growth; see

Barreira et al. [1] and [6,16]. These authors used the mean curvature term with a small
parameter β > 0 to regularize their velocity law.

We used piecewise linear finite elements and the same time discretization scheme
as in [1,16].

Example 11.3 We consider (11.2) and want to compare qualitatively the two different
regularized velocity laws α 
= 0 and β 
= 0. As common parameters we use Dc = 10,
γ = 100, a = 0.1, b = 0.9 and T = 5. The initial surface is a sphere and the initial
values u0 and w0 are calculated by solving an auxiliary surface PDE as follows. We
take small perturbations around the steady state

(
ũ0
w̃0

)
=

(
a + b + ε1(x)

b
(a+b)2

+ ε2(x)

)
,
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0.5

0.75

1

1.25

1.5

u

0.454

1.62

(a) time t = 0

0.6

0.8

1

1.2

1.4

u

0.466

1.52

(b) time t = 1

0.6

0.8

1

1.2

1.4

u

0.414

1.53

(c) time t = 2

Fig. 1 Simulation for Example 11.3. The first column corresponds to (α, β) = (0, 0.01) and the second
column to (α, β) = (0.01, 0). a Time t = 0, b time t = 1] and c time t = 2

where ε1(x), ε2(x) ∈ [0, 0.01] take random values. We solve the auxiliary coupled
diffusion equations with the stationary initial surface until time T̃ = 5. We set u0 =
ũ(T̃ ) and w0 = w̃(T̃ ), which we used as initial values for (11.2).

We perform two experiments with (α, β) = (0, 0.01) and (α, β) = (0.01, 0).
We present snapshots in Fig. 1. We observe that both velocity laws display the same
qualitative behavior, also agreeing with [16].
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1 Introduction

In this paper we study full discretizations of geometric evolution equations us-
ing the evolving surface finite element method (ESFEM) for space discretiza-
tion and linearly implicit backward differentiation formulae (BDF) for time
discretization. We consider the situation where the velocity v(x, t) of a point
x on an evolving two-dimensional closed surface Γ (t) ⊂ R3 at time t is de-
termined by one of the following velocity laws, for which finite element semi-
discretization in space was studied in [KLLP17]:

(i) Regularized mean curvature flow: for x ∈ Γ (t),

v(x, t)− α∆Γ (t)v(x, t) = −βHΓ (t)(x) νΓ (t)(x) + g
(
x, t
)
νΓ (t)(x), (1.1)

where ∆Γ (t) is the Laplace–Beltrami operator on the surface Γ (t), HΓ (t) is
mean curvature, νΓ (t) is the outer normal, g is a smooth real-valued function,
and α > 0 and β ≥ 0 are fixed parameters. This velocity law can be viewed as
an elliptically regularized mean curvature flow with an additional driving term
in the direction of the normal vector. In [KLLP17] this elliptic regularization
allowed us to give a complete stability and convergence analysis of the ESFEM
semi-discretization, for finite elements of polynomial degree at least two. In
contrast, for pure mean curvature flow (that is, α = 0), no convergence results
appear to be known for ESFEM on two-dimensional closed surfaces.

(ii) A dynamic velocity law: for x ∈ Γ (t),

∂•v(x, t) + v(x, t)∇Γ (t) · v(x, t)− α∆Γ (t)v(x, t) = g(x, t) νΓ (t)(x), (1.2)

where ∂•v denotes the material time derivative of v and ∇Γ · v denotes the
surface divergence of v;

(iii) The case where the velocity law (i) or (ii) is coupled to diffusion on
the evolving surface, as in [KLLP17].

We note that in all these cases, the considered velocity v is in general not
normal to the surface, but contains tangential components.

The rigorous study of the stability and convergence properties of full dis-
cretizations obtained by combining the ESFEM with various time discretiza-
tions for problems on evolving surfaces was begun in the papers [DE12] (im-
plicit Euler method), [DLM12] (implicit Runge–Kutta methods) and [LMV13]
(BDF methods). These papers studied a linear parabolic equation on a given
moving closed surface Γ (t). Convergence of full discretizations of that problem
using higher-order evolving surface finite elements is studied in [Kov17]. Con-
vergence properties of full discretizations for quasi- and semilinear parabolic
equations on prescribed moving surfaces are studied in [KP16]. For curves in-
stead of two-dimensional surfaces, convergence of full discretizations of curve-
shortening flow coupled to diffusion is studied by Barrett, Deckelnick & Styles
[BDS17].

The main difficulty in proving the convergence of the full discretization of
the surface-evolution equation in (i)–(iii) is the proof of stability in the sense
of bounding errors in terms of defects in the discrete equations. The proof
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requires some auxiliary results from [KLLP17], which relate different finite el-
ement surfaces. For (1.1), the stability proof just uses the zero-stability of the
BDF methods up to order 6. For (1.2), it is based on energy estimates that
become available for BDF methods up to order 5 by the multiplier technique of
Nevanlinna and Odeh [NO81], which in turn is based on the G-stability theory
of Dahlquist [Dah78]. These techniques were originally developed for stiff or-
dinary differential equations and have recently been used for linear parabolic
equations on given moving surfaces in [LMV13] and for various quasilinear
parabolic problems in [AL15,ALL17,KP16].

The paper is organized as follows.

In Section 2 we describe the problem and the numerical methods. We
recall the basics of the evolving surface finite element method and give its
matrix–vector formulation, and we formulate the linearly implicit BDF time
discretization.

In Section 3 we present the main result for (1.1), which gives optimal-
order convergence estimates for the full discretization by ESFEM of polynomial
degree at least 2 and linearly implicit BDF methods up to order 6. This result
is proven in Sections 4 to 7.

Section 4 contains auxiliary results for the stability analysis of the dis-
cretized velocity law (1.1). We collect results from [KLLP17] that relate dif-
ferent finite element surfaces to one another. We also include a new auxiliary
result for the linearly implicit BDF time discretization.

Section 5 contains the stability analysis, which works with the matrix–
vector formulation of the discrete equations. Like the proof of stability of the
ESFEM spatial semi-discretization in [KLLP17], it does not use geometric
arguments.

Section 6 gives estimates for the consistency errors, that is, for the defects
on inserting the interpolated exact solution into the discrete equations.

Section 7 proves the convergence result for the full discretization of (1.1)
by combining the results of the previous sections.

In Section 8 we extend the convergence analysis to the full discretization
of the dynamic velocity law (1.2). This is done for BDF methods up to order 5
using energy estimates based on the Nevanlinna–Odeh multiplier technique.

In Section 9 we extend the convergence result for the full discretization to
the case where the velocity law (1.1) or (1.2) is coupled to diffusion on the
evolving surface, as studied in [KLLP17] for the semi-discretization. The result
is obtained by combining the techniques of [KLLP17] and [LMV13] with those
of Sections 4 to 7 of the present paper.

Section 10 presents numerical experiments using quadratic ESFEM that
illustrate the numerical behaviour of the proposed full discretization.

We use the notational convention to denote vectors in R3 by italic letters,
but to denote finite element nodal vectors in R3N by boldface lowercase letters
and finite element mass and stiffness matrices by boldface capitals. All boldface
symbols in this paper will thus be related to the matrix–vector formulation of
the ESFEM.



4 B. Kovács and Ch. Lubich

2 Problem formulation and ESFEM / BDF full discretization

We use the same setting as in our previous work [KLLP17]. We recall basic
notions, but refer to Section 2 of [KLLP17] for a more detailed description.

2.1 Basic notions and notation

We consider the evolving two-dimensional closed surface Γ (t) ⊂ R3 as the
image

Γ (t) = {X(q, t) : q ∈ Γ 0}
of a regular vector-valued function X : Γ 0 × [0, T ] → R3, where Γ 0 is the
smooth closed initial surface, and X(q, 0) = q. To indicate the dependence of
the surface on X, we write

Γ (t) = Γ (X(·, t)), or briefly Γ (X)

when the time t is clear from the context. The position X(q, ·) is related to
the velocity v(x, t) ∈ R3 at the point x = X(q, t) ∈ Γ (t) via the ordinary
differential equation

∂tX(q, t) = v(X(q, t), t). (2.1)

For x ∈ Γ (t) and 0 ≤ t ≤ T , we denote by νΓ (X)(x) the outer normal, by
∇Γ (X)u(x, t) the tangential gradient of a real-valued function u on Γ (t), and
by ∆Γ (X)u(x, t) the Laplace–Beltrami operator applied to u.

2.2 Weak formulation of the surface-evolution equation

The space discretization is based on the weak formulation of the surface-
evolution equation (1.1), which reads as follows: Find v(·, t) ∈W 1,∞(Γ (X(·, t)))3
such that for all test functions ψ(·, t) ∈ H1(Γ (X(·, t)))3,

∫

Γ (X)

v · ψ + α

∫

Γ (X)

∇Γ (X)v · ∇Γ (X)ψ

+ β

∫

Γ (X)

∇Γ (X)X · ∇Γ (X)ψ =

∫

Γ (X)

g νΓ (X) · ψ,
(2.2)

alongside with the ordinary differential equation (2.1) for the positions X
determining the surface Γ (X). (More precisely, the term ∇Γ (X)X should read
∇Γ (X)idΓ (X).)

We assume throughout this paper that the problem (1.1) or (2.2) admits a
unique solution with sufficiently high Sobolev regularity on the time interval
[0, T ] for the given initial data X(·, 0). We assume further that the flow map
X(·, t) : Γ0 → Γ (t) ⊂ R3 is non-degenerate for 0 ≤ t ≤ T , so that Γ (t) is a
regular surface.
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2.3 Evolving surface finite elements

From Section 2.3 of [KLLP17] we recall the description of the surface finite ele-
ment discretization of our problem, which is based on [Dzi88] and [Dem09]. We
use simplicial elements and continuous piecewise polynomial basis functions
of degree k, as defined in [Dem09, Section 2.5].

We triangulate the given smooth surface Γ 0 by an admissible family of
triangulations Th of decreasing maximal element diameter h; see [DE07] for
the notion of an admissible triangulation, which includes quasi-uniformity and
shape regularity. For a momentarily fixed h, we denote by x0 = (x01, . . . , x

0
N )

the vector in R3N that collects all N nodes of the triangulation. By piecewise
polynomial interpolation of degree k, the nodal vector defines an approximate
surface Γ 0

h that interpolates Γ 0 in the nodes x0j . We will evolve the jth node

in time, denoted xj(t) with xj(0) = x0j , and collect the nodes at time t in a

column vector in R3N ,
x(t) ∈ R3N .

We just write x for x(t) when the dependence on t is not important.
By piecewise polynomial interpolation on the plane reference triangle that

corresponds to every curved triangle of the triangulation, the nodal vector x
defines a closed surface denoted by Γh[x]. We can then define finite element
basis functions

φj [x] : Γh[x]→ R, j = 1, . . . , N,

which have the property that on every triangle their pullback to the reference
triangle is polynomial of degree k, and which satisfy

φj [x](xk) = δjk for all j, k = 1, . . . , N.

These functions span the finite element space on Γh[x],

Sh[x] = Sh(Γh[x]) = span
{
φ1[x], φ2[x], . . . , φN [x]

}
.

For a finite element function uh ∈ Sh[x] the tangential gradient ∇Γh[x]uh is
defined piecewise on each element. We set

Xh(qh, t) =
N∑

j=1

xj(t)φj [x(0)](qh), qh ∈ Γ 0
h ,

which has the properties thatXh(qj , t) = xj(t) for j = 1, . . . , N , thatXh(qh, 0) =
qh for all qh ∈ Γ 0

h , and
Γh[x(t)] = Γ (Xh(·, t)).

The discrete velocity vh(x, t) ∈ R3 at a point x = Xh(qh, t) ∈ Γ (Xh(·, t)) is
given by

∂tXh(qh, t) = vh(Xh(qh, t), t).

In view of the transport property of the basis functions [DE07],

d

dt

(
φj [x(t)](Xh(qh, t))

)
= 0,
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the discrete velocity equals, for x ∈ Γh[x(t)],

vh(x, t) =

N∑

j=1

vj(t)φj [x(t)](x) with vj(t) = ẋj(t),

where the dot denotes the time derivative d/dt. Hence, the nodal vector of the
discrete velocity is v = ẋ.

2.4 ESFEM spatial semi-discretization of the evolving-surface problem

The finite element spatial semi-discretization of the problem (2.2) reads as
follows: Find the unknown nodal vector x(t) ∈ R3N and the unknown finite
element function vh(·, t) ∈ Sh[x(t)]3 such that, for all ψh(·, t) ∈ Sh[x(t)]3,

∫

Γh[x]

vh · ψh + α

∫

Γh[x]

∇Γh[x]vh · ∇Γh[x]ψh

+ β

∫

Γh[x]

∇Γh[x]Xh · ∇Γh[x]ψh =

∫

Γh[x]

g νΓh[x] · ψh,
(2.3)

and
∂tXh(qh, t) = vh(Xh(qh, t), t), qh ∈ Γ 0

h . (2.4)

The initial values for the nodal vector x of the initial positions are taken as
the exact initial values at the nodes x0j of the triangulation of the given initial

surface Γ 0:
xj(0) = x0j , j = 1, . . . , N.

2.5 Matrix–vector formulation

We define the surface-dependent mass matrix M(x) and stiffness matrix A(x)
on the surface determined by the nodal vector x (cf. [KLLP17, Section 2.5]):

M(x)|jk =

∫

Γh[x]

φj [x]φk[x],

A(x)|jk =

∫

Γh[x]

∇Γhφj [x] · ∇Γhφk[x],

(j, k = 1, . . . , N).

We further let (with the identity matrix I3 ∈ R3×3)

M[3](x) = I3 ⊗M(x) and A[3](x) = I3 ⊗A(x),

and then define
K(x) = M[3](x) + αA[3](x). (2.5)

When no confusion can arise, we write in the following M(x) for M[3](x),
A(x) for A[3](x) and ‖ · ‖H1(Γ ) for ‖ · ‖H1(Γ )3 , etc.
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The right-hand side vector g(x, t) ∈ R3N is given by

g(x, t)|j+N(`−1) =

∫

Γh[x]

g(·, t)
(
νΓh[x]

)
`
φj [x],

for j = 1, . . . , N and ` = 1, 2, 3.
We then obtain from (2.3)–(2.4) the following system of ordinary differen-

tial equations (ODEs) for the nodal vectors x(t) ∈ R3N :

K(x)ẋ + βA(x)x = g(x, t). (2.6)

2.6 Linearly implicit BDF time discretization

We apply a p-step linearly implicit backward difference formula (BDF) for
p ≤ 6 as a time discretization to the ODE system (2.6). For a step size τ > 0,
and with tn = nτ ≤ T , we determine the approximation xn to x(tn) by the
fully discrete system of linear equations

K(x̃n)vn + βA(x̃n)xn = g(x̃n, tn),

vn =
1

τ

p∑

j=0

δjx
n−j ,

n ≥ p, (2.7)

where the extrapolated position vector x̃n is defined by

x̃n =

p−1∑

j=0

γjx
n−1−j , n ≥ p. (2.8)

The starting values x0,x1, . . . ,xp−1 are assumed to be given. They can be
precomputed in a way as is usual with multistep methods: using lower-order
methods with smaller step sizes or using an implicit Runge–Kutta method.

The coefficients are given by δ(ζ) =
∑p
j=0 δjζ

j =
∑p
`=1

1
` (1 − ζ)` and

γ(ζ) =
∑p−1
j=0 γjζ

j = (1− (1− ζ)p)/ζ. The classical BDF method is known to
be zero-stable for p ≤ 6 and to have order p; see [HW96, Chapter V]. This
order is retained by the linearly implicit variant using the above coefficients
γj ; cf. [AL15,ALL17].

We note that the method requires solving a linear system with the sym-
metric positive definite matrix δ0

τ K(x̃n) + βA(x̃n) in the nth time step.
From the vectors xn = (xnj ) and vn = (vnj ) we obtain position and velocity

approximations to X(·, tn) and v(·, tn) as

Xn
h (qh) =

N∑

j=1

xnj φj [x(0)](qh) for qh ∈ Γ 0
h ,

vnh(x) =
N∑

j=1

vnj φj [x
n](x) for x ∈ Γh[xn].

(2.9)
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2.7 Lifts

Here we recapitulate [KLLP17, Section 2.6]. In the error analysis we need
to compare functions on three different surfaces: the exact surface Γ (t) =
Γ (X(·, t)), the discrete surface Γh(t) = Γh[x(t)], and the interpolated surface
Γ ∗h (t) = Γh[x∗(t)], where x∗(t) is the nodal vector collecting the grid points
x∗,j(t) = X(qj , t) on the exact surface. In the following definitions we omit
the argument t in the notation.

For a finite element function wh : Γh → Rm (m = 1 or 3) on the discrete
surface, with nodal values wj , we denote by ŵh : Γ ∗h → Rm the finite element
function on the interpolated surface that has the same nodal values:

ŵh =

N∑

j=1

wjφj [x∗].

The transition between the interpolated surface and the exact surface is done
by the lift operator, which was introduced for linear surface approximations in
[Dzi88]; see also [DE07,DE13]. Higher-order generalizations have been studied
in [Dem09]. The lift operator l maps a function on the interpolated surface
Γ ∗h to a function on the exact surface Γ , provided that Γ ∗h is sufficiently close
to Γ .

The exact regular surface Γ (X(·, t)) can be represented by a (sufficiently
smooth) signed distance function d : R3 × [0, T ]→ R, cf. [DE07, Section 2.1],
such that Γ (X(·, t)) =

{
x ∈ R3 | d(x, t) = 0

}
⊂ R3 . Using this distance

function, the lift of a continuous function ηh : Γ ∗h → Rm is defined as

ηlh(y) := ηh(x), x ∈ Γ ∗h ,

where for every x ∈ Γ ∗h the point y = y(x) ∈ Γ is uniquely defined via
y = x− ν(y)d(x).

We denote the composed lift L from finite element functions on Γh to
functions on Γ via Γ ∗h by

wLh = (ŵh)l.

3 Statement of the main result: fully discrete error bound

We formulate the main result of this paper, which yields optimal-order error
bounds for the ESFEM / BDF full discretization of the surface-evolution equa-
tion (1.1), for finite elements of polynomial degree k ≥ 2 and BDF methods
of order p ≤ 6. We denote by Γ (tn) = Γ (X(·, tn)) the exact surface and by
Γnh = Γ (Xn

h ) = Γh[xn] the discrete surface at time tn. For the lifted position
function we introduce the notation

(xnh)L(x) = (Xn
h )L(q) ∈ Γnh for x = X(q, tn) ∈ Γ (tn).
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Theorem 3.1 Consider the ESFEM / BDF linearly implicit full discretiza-
tion (2.7) of the surface-evolution equation (1.1), using finite elements of poly-
nomial degree k ≥ 2 and BDF methods of order p ≤ 6. We assume quasi-
uniform admissible triangulations of the initial surface and initial values cho-
sen by finite element interpolation of the initial data for X. Suppose that the
problem admits an exact solution (X, v) that is sufficiently smooth (say, of class
C([0, T ], Hk+1)∩Cp+1([0, T ],W 1,∞)) on the time interval 0 ≤ t ≤ T , and that
the flow map X(·, t) : Γ0 → Γ (t) ⊂ R3 is non-degenerate for 0 ≤ t ≤ T ,
so that Γ (t) is a regular surface. Suppose further that the starting values are
sufficiently accurate:

‖(Xi
h)L −X(·, iτ)‖H1(Γ 0)3 ≤ C0(hk + τp), i = 0, 1, . . . , p− 1.

Then, there exist h0 > 0, τ0 > 0 and c0 > 0 such that for all mesh widths
h ≤ h0 and step sizes τ ≤ τ0 satisfying the mild stepsize restriction

τp ≤ c0h,

the following error bounds hold over the exact surface Γ (tn) = Γ (X(·, tn))
uniformly for 0 ≤ tn = nτ ≤ T :

‖(xnh)L − idΓ (tn)‖H1(Γ (tn))3 ≤ C(hk + τp),

‖(vnh)L − v(·, tn)‖H1(Γ (tn))3 ≤ C(hk + τp).

The constant C is independent of h and τ and n with nτ ≤ T , but depends on
bounds of higher derivatives of the solution (X, v), and on the length T of the
time interval.

We note that the first error bound is equivalent to

‖(Xn
h )L −X(·, tn)‖H1(Γ 0)3 ≤ C ′(hk + τp),

and we mention that the remarks after Theorem 3.1 in [KLLP17] (the con-
vergence theorem of the ESFEM semi-discretization) apply also to the fully
discretized situation considered here.

The proof of Theorem 3.1 is given in the course of the next four sections.

4 Preparation: Estimates relating different surfaces

In our previous work [KLLP17, Section 4] we have shown some auxiliary results
relating different finite element surfaces, which we recapitulate here.

The finite element matrices of Section 2.5 induce discrete versions of Sobolev
norms. For any w = (wj) ∈ RN with corresponding finite element function

wh =
∑N
j=1 wjφj [x] ∈ Sh[x] we note

‖w‖2M(x) = wTM(x)w = ‖wh‖2L2(Γh[x])
, (4.1)

‖w‖2A(x) = wTA(x)w = ‖∇Γh[x]wh‖2L2(Γh[x])
. (4.2)
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We use the following setting. Let x,y ∈ R3N be two nodal vectors defining
discrete surfaces Γh[x] and Γh[y], respectively. We let e = (ej) = x−y ∈ R3N .
For θ ∈ [0, 1], we consider the intermediate surface Γ θh = Γh[y + θe] and the
corresponding finite element functions given as

eθh =
N∑

j=1

ejφj [y + θe]

and in the same way, for any vectors w, z ∈ RN ,

wθh =
N∑

j=1

wjφj [y + θe] and zθh =
N∑

j=1

zjφj [y + θe].

The following lemma collects results from [KLLP17, Section 4].

Lemma 4.1 (i) In the above setting the following identities hold:

wT (M(x)−M(y))z =

∫ 1

0

∫

Γ θh

wθh(∇Γ θh · e
θ
h)zθh dθ,

wT (A(x)−A(y))z =

∫ 1

0

∫

Γ θh

∇Γ θhw
θ
h · (DΓ θh

eθh)∇Γ θh z
θ
h dθ,

with DΓ θh
eθh = trace(E)I3 − (E + ET ) for E = ∇Γ θh e

θ
h ∈ R3×3.

(ii) If ‖∇Γ θh · e
θ
h‖L∞(Γ θh )

≤ µ and ‖DΓ θh
eθh‖L∞(Γ θh )

≤ ρ for 0 ≤ θ ≤ 1, then

‖w‖M(y+θe) ≤ eµ/2 ‖w‖M(y) and ‖w‖A(y+θe) ≤ eρ/2 ‖w‖A(y).

(iii) If ‖∇Γh[y]e0h‖L∞(Γh[y]) ≤ 1
2 , then, for 0 ≤ θ ≤ 1, the function wθh =∑N

j=1 wjφj [y + θe] on Γ θh = Γh[y + θe] is bounded by

‖∇Γ θhw
θ
h‖Lp(Γ θh ) ≤ cp ‖∇Γ 0

h
w0
h‖Lp(Γ 0

h)
for 1 ≤ p ≤ ∞,

where cp depends only on p (we have c∞ = 2).

(iv) Let yθh ∈ Γ θh be defined as yθh =
∑N
j=1(yj+θej)φj [y](qh) for qh ∈ Γh[y].

If ‖∇Γh[y]e0h‖L∞(Γh[y]) ≤ 1
2 , then the corresponding unit normal vectors differ

by no more than

|νΓ θh (yθh)− νΓ 0
h
(y0h)| ≤ Cθ|∇Γ 0

h
e0h(y0h)|,

where C is independent of h and of qh ∈ Γh[y].

The following result is shown in Lemma 4.1 of [DLM12].

Lemma 4.2 Let Γ (t) = Γ (X(·, t)), t ∈ [0, T ], be a smoothly evolving family
of smooth closed surfaces, and let the vector x∗(t) ∈ R3N collect the nodes
x∗j (t) = X(qj , t). Then, for 0 ≤ s, t ≤ T and for all w, z ∈ RN ,

wT
(
M(x∗(t))−M(x∗(s))

)
z ≤ C(t− s)‖w‖M(x∗(t))‖z‖M(x∗(t)),

wT
(
A(x∗(t))−A(x∗(s))

)
z ≤ C(t− s)‖w‖A(x∗(t))‖z‖A(x∗(t))
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and the norms for different times are uniformly equivalent for 0 ≤ s, t ≤ T :

‖w‖M(x∗(t)) ≤ C‖w‖M(x∗(s)), ‖w‖A(x∗(t)) ≤ C‖w‖A(x∗(s)).

The constant C depends only on a bound of the W 1,∞ norm of the surface
velocity.

We also need a result which compares the finite element surfaces with exact
and extrapolated nodes.

Lemma 4.3 Let Γ (t) = Γ (X(·, t)), t ∈ [0, T ], be a smoothly evolving family
of smooth closed surfaces. We denote the nodal vectors of exact solution values
by xn∗ = x∗(tn) and of the extrapolated values by x̃n∗ =

∑p−1
j=0 γjx

n−1−j
∗ . Then,

the following estimates hold for all w, z ∈ RN :

wT (M(x̃n∗ )−M(xn∗ ))z ≤ Cτp ‖w‖M(xn∗ )‖z‖M(xn∗ ),

wT (A(x̃n∗ )−A(xn∗ ))z ≤ Cτp ‖w‖A(xn∗ )‖z‖A(xn∗ ),

where C is independent of h, τ and n with 0 ≤ nτ ≤ T .

Proof For the extrapolated value X̃(q, t) =
∑p−1
j=0 γjX(q, t − (j + 1)τ), we

use the error formula with Peano kernel representation, see e.g. [Gau97, Sec-
tion 3.2.6],

X̃(q, t)−X(q, t) = τp
∫ p

0

κp(λ) ∂p+1
t X(q, t− λτ) dλ (4.3)

with a bounded Peano kernel κp. We note that we have

x̃n∗,j − xn∗,j = X̃(qj , tn)−X(qj , tn).

Since X is assumed smooth, we obtain from the above error formula that for
0 ≤ θ ≤ 1, the finite element function ẽn,θh in Sh(Γ θh ) with the nodal vector
x̃n∗−xn∗ , for Γ θh = Γh[xn∗+θ(x̃n∗−xn∗ )], has a gradient bounded in the maximum
norm by cτp, where c is independent of τ and h. So we have the bound

‖∇Γh[xn∗ ] · ẽ
n,0
h ‖L∞(Γh[xn∗ ]) ≤ cτ

p.

Together with Lemma 4.1 and an L2 − L∞ − L2 estimate, we thus obtain

wT (M(x̃n∗ )−M(xn∗ ))z =

∫ 1

0

∫

Γn,θh

wθh(∇Γn,θh
· ẽn,θh )zθhdθ

≤
∫ 1

0

‖wθh‖L2(Γn,θh )‖∇Γn,θh
· ẽn,θh ‖L∞(Γn,θh )‖zθh‖L2(Γn,θh )dθ

≤ cτp‖w0
h‖L2(Γ 0,n

h )‖z0h‖L2(Γ 0,n
h )

≤ cτp‖w‖M(xn∗ )‖z‖M(xn∗ ).

The second estimate is proved in the same way. ut
The above lemma immediately implies the following norm equivalence, for

sufficiently small step size τ ,

1
2‖w‖2K(xn∗ )

≤ ‖w‖2K(x̃n∗ )
≤ 3

2‖w‖2K(xn∗ )
. (4.4)
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5 Stability

We denote by

x∗(t) =
(
x∗,j(t)

)
∈ R3N with x∗,j(t) = X(qj , t), (j = 1, . . . , N)

the nodal vector of the exact positions on the surface Γ (X(·, t)). This defines
a discrete surface Γh[x∗(t)] that interpolates the exact surface Γ (X(·, t)).

We consider the interpolated exact velocity

v∗,h(·, t) =
N∑

j=1

v∗,j(t)φj [x∗(t)] with v∗,j(t) = ẋ∗,j(t),

with the corresponding nodal vector

v∗(t) =
(
v∗,j(t)

)
= ẋ∗(t) ∈ R3N .

We write

xn∗ = x∗(tn), vn∗ = v∗(tn).

The errors of the numerical solution values xn and vn are marked with their
respective subscript, hence are denoted by

env = vn − vn∗ , enx = xn − xn∗ .

5.1 Error equations

The nodal vectors of the exact solution satisfy the equations of the linearly
implicit BDF method only up to defects dnv and dnx that, for n ≥ p, are defined
by the equations

K(x̃n∗ )v
n
∗ + βA(x̃n∗ )x

n
∗ = g(x̃n∗ , tn) + M(xn∗ )d

n
v,

1

τ

p∑

j=0

δjx
n−j
∗ = vn∗ + dnx.

(5.1)

We subtract (5.1) from (2.7) to obtain the error equations

K(x̃n∗ )e
n
v+ βA(x̃n∗ )e

n
x

= −
(
K(x̃n)−K(x̃n∗ )

)
env −

(
K(x̃n)−K(x̃n∗ )

)
vn∗

− β
(
A(x̃n)−A(x̃n∗ )

)
enx − β

(
A(x̃n)−A(x̃n∗ )

)
xn∗

+ g(x̃n, tn)− g(x̃n∗ , tn)−M(xn∗ )d
n
v,

1

τ

p∑

j=0

δje
n−j
x = env − dnx.

(5.2)
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5.2 Stability bound

We recall that the matrix K(x∗) defines a norm which is equivalent to the
H1 norm on Γh[x∗]. The defect dv ∈ R3N will be measured in the dual norm
defined by

‖d‖2?,x∗ := dTM(x∗)K(x∗)
−1M(x∗)d,

which is such that for the finite element function dh ∈ Sh[x∗]3 with nodal
vector d we have, from [LMV13, Proof of Theorem 5.1] or [KLLP17, Formula
(5.5)],

‖d‖?,x∗ = ‖dh‖H−1
h (Γh[x∗])

:= sup
0 6=ψh∈Sh[x∗]3

∫
Γh[x∗]

dh · ψh
‖ψh‖H1(Γh[x∗])3

. (5.3)

In these norms we have the following stability result.

Proposition 5.1 Suppose that the defects of the p-step linearly implicit BDF
method are bounded as follows, with a sufficiently small ϑ > 0 (that is inde-
pendent of h and τ and n): for n ≥ p with nτ ≤ T ,

‖dnx‖K(xk∗)
≤ ϑh and ‖dnv‖?,xk∗ ≤ ϑh for kτ ≤ T. (5.4)

Further, assume that the initial values are chosen such that

‖ekx‖K(xk∗)
≤ ϑh and ‖ekv‖K(xk∗)

≤ ϑh for k = 0, . . . , p− 1. (5.5)

Then, the following error bounds hold, for n ≥ p such that nτ ≤ T ,

‖enx‖2K(xn∗ )
≤ Cτ

n∑

j=p

(
‖djx‖2K(xj∗)

+ ‖djv‖2?,xj∗
)

+ C

p−1∑

i=0

‖eix‖2K(xi∗)
,

‖env‖2K(xn∗ )
≤ Cτ

n∑

j=p

(
‖djx‖2K(xj∗)

+ ‖djv‖2?,xj∗
)

+ C‖dnv‖2?,xn∗ + C

p−1∑

i=0

‖eix‖2K(xi∗)
,

(5.6)
where C is independent of h, τ and n with nτ ≤ T , but depends on T .

In Section 6 we will show that the defects obtained on inserting the exact
solution values into the BDF scheme satisfy the bounds

‖dnx‖K(xn∗ ) ≤ C(hk + τp), ‖dnv‖?,xn∗ ≤ C(hk + τp).

Hence, condition (5.4) is satisfied under the mild stepsize restriction

τp ≤ c0h (5.7)

for a sufficiently small c0 that is independent of h and τ . We note that the
error functions enx , e

n
v ∈ Sh[xn∗ ]

3 with nodal vectors enx and env, respectively,
are then bounded by

‖enx‖H1(Γh[xn∗ ]) ≤ C(hk + τp),

‖env‖H1(Γh[xn∗ ]) ≤ C(hk + τp),
for nτ ≤ T.
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Proof The proof is based on energy estimates for the matrix–vector formula-
tion of the error equations (5.2) and relies on the results of Section 4. In the
proof, c will be a generic constant independent of h and τ and n with nτ ≤ T ,
which assumes different values on different occurrences. For many estimates
we use similar techniques of proof as for the corresponding time-continuous re-
sults in [KLLP17]. However, to keep the paper fairly self-contained we include
some detailed arguments.

In view of the condition in (iii) of Lemma 4.1 for y = x̃n∗ and x = x̃n, we
need to control the W 1,∞ norm of the position error ẽnx . Let us assume that
the error estimate (5.6) holds for p, . . . , n−1. Then, using an inverse inequality
and the norm equivalence (4.4) and the definition of ẽnx (cf. (2.8)), we obtain

‖∇Γh[x̃n∗ ]ẽ
n
x‖L∞(Γh[x̃n∗ ]) ≤ ch−1‖∇Γh[x̃n∗ ]ẽ

n
x‖L2(Γh[x̃n∗ ])

≤ ch−1‖ẽnx‖K(x̃n∗ ) ≤ ch
−1‖ẽnx‖K(xn∗ )

≤ ch−1
p∑

j=1

‖en−jx ‖K(xn∗ )

≤ ch−1 · cϑh ≤ cϑ,

(5.8)

where the last but one estimate follows from (5.6) for the past, and the as-
sumption on small defects (5.4). For sufficiently small ϑ, we are thus in the
position to use the bounds given in Lemma 4.1.

We estimate the two error equations (5.2) separately, and then combine
them to yield the final estimate.

(a) Estimates for the velocity law. By testing the first line of the error
equations (5.2) with env we obtain

1
2‖env‖2K(xn∗ )

≤ ‖env‖2K(x̃n∗ )

= − (env)T
(
K(x̃n)−K(x̃n∗ )

)
vn∗ − (env)T

(
K(x̃n)−K(x̃n∗ )

)
env

− β(env)T
(
A(x̃n)−A(x̃n∗ )

)
xn∗ − β(env)T

(
A(x̃n)−A(x̃n∗ )

)
enx

+ (env)T
(
g(x̃n, tn)− g(x̃n∗ , tn)

)
− β(env)TA(x̃n∗ )e

n
x − (env)TM(xn∗ )d

n
v,

where the inequality follows from (4.4). To bound the right-hand side, we use
arguments of the proof of Proposition 10.1 (and that of Proposition 5.1) of
[KLLP17], using the results of Lemma 4.1.

(i) For 0 ≤ θ ≤ 1, we denote Γn,θh = Γh[x̃n∗ + θẽnx], where ẽnx = x̃n − x̃n∗ =∑p−1
j=0 γje

n−p+j
x . We denote the finite element functions in Sh(Γn,θh )3 with

nodal vectors ẽnx, env and vn∗ by ẽn,θx ,en,θv and vn,θ∗ , respectively. The definition
(2.8) and Lemma 4.1 then give us

(env)T
(
K(x̃n)−K(x̃n∗ )

)
vn∗ =

∫ 1

0

∫

Γn,θh

en,θv ·
(
∇Γn,θh

· ẽn,θx
)
vn,θ∗ dθ

+ α

∫ 1

0

∫

Γn,θh

∇Γn,θh
en,θv ·

(
DΓn,θh

ẽn,θx
)
∇Γn,θh

vn,θ∗ dθ.
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Using the Cauchy–Schwarz inequality, we estimate the integral with the prod-
uct of the L2 − L2 − L∞ norms of the three factors. We thus have

(env)T
(
K(x̃n)−K(x̃n∗ )

)
vn∗

≤
∫ 1

0

‖en,θv ‖L2(Γn,θh ) ‖∇Γn,θh
· ẽn,θx ‖L2(Γn,θh ) ‖vn,θ∗ ‖L∞(Γn,θh ) dθ

+ α

∫ 1

0

‖∇Γn,θh
en,θv ‖L2(Γn,θh ) ‖DΓn,θh

ẽn,θx ‖L2(Γn,θh ) ‖∇Γn,θh
vn,θ∗ ‖L∞(Γn,θh ) dθ

≤ c

∫ 1

0

‖en,θv ‖H1(Γn,θh ) ‖ẽn,θx ‖H1(Γn,θh ) ‖vn,θ∗ ‖W 1,∞(Γn,θh ) dθ.

By (5.8) and Lemma 4.1, this is bounded by

(env)T
(
K(x̃n)−K(x̃n∗ )

)
vn∗

≤ c‖env‖H1(Γh[x̃n∗ ]) ‖ẽ
n
x‖H1(Γh[x̃n∗ ]) ‖v

n
∗ ‖W 1,∞(Γh[x̃n∗ ]),

where the last factor is bounded independently of h and τ . By Young’s in-
equality, we thus obtain

(env)T
(
K(x̃n)−K(x̃n∗ )

)
vn∗ ≤ 1

48‖env‖2H1(Γh[x̃n∗ ])
+ c

p∑

j=1

‖en−jx ‖2H1(Γh[x̃n∗ ])

= 1
48‖env‖2K(x̃n∗ )

+ c

p∑

j=1

‖en−jx ‖2K(x̃n∗ )

≤ 1
24‖env‖2K(xn∗ )

+ c

p∑

j=1

‖en−jx ‖2K(xn∗ )
,

where the last inequality follows from the norm equivalence (4.4).
(ii) Similarly, estimating the three factors in the integrals by L2 − L∞ − L2,
we obtain

(env)T
(
K(x̃n)−K(x̃n∗ )

)
env ≤ c‖env‖2L2(Γh[x̃n∗ ])

‖∇Γh · ẽnx‖L∞(Γh[x̃n∗ ])

+ c‖∇Γhenv‖2L2(Γh[x̃n∗ ])
‖DΓh ẽ

n
x‖L∞(Γh[x̃n∗ ])

≤ cϑ‖env‖2K(xn∗ )
≤ 1

24‖env‖2K(xn∗ )
,

where we used the estimate (5.8) in the last but one inequality.
(iii)–(iv) The estimates involving the mean curvature term βA (in view of
(2.5)) can be shown analogously as (i) and (ii):

(env)T
(
A(x̃n)−A(x̃n∗ )

)
xn∗ + (env)T

(
A(x̃n)−A(x̃n∗ )

)
enx

≤ 1
24‖env‖2K(xn∗ )

+ c‖enx‖2K(xn∗ )
+ c

p∑

j=1

‖en−jx ‖2K(xn∗ )
,

(env)TA(x̃n∗ )e
n
x ≤ 1

24‖env‖2K(xn∗ )
+ c‖enx‖2K(xn∗ )

.
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(v) Similarly as in (i) we rewrite

(env)T
(
g(x̃n, tn)− g(x̃n∗ , tn)

)
=

∫

Γ 1,n
h

gnνΓ 1,n
h
· e1,nv −

∫

Γ 0,n
h

gnνΓ 0,n
h
· e0,nv

=

∫ 1

0

d

dθ

∫

Γn,θh

gnνΓn,θh
· en,θv dθ.

We use the Leibniz formula and ∂•θe
0,n
v = 0 just as in (iii) of the proof of

[KLLP17, Proposition 5.1], to finally obtain

(env)T
(
g(x̃n, tn)− g(x̃n∗ , tn)

)
≤ c‖env‖L2(Γh[x̃n∗ ]) ‖ẽ

n
x‖H1(Γh[x̃n∗ ])

≤ c‖env‖K(x̃n∗ )‖ẽ
n
x‖2K(x̃n∗ )

≤ 1
24‖env‖2K(xn∗ )

+ c

p∑

j=1

‖en−jx ‖2K(xn∗ )
.

(vi) The term with the defect is estimated as

(env)TM(xn∗ )d
n
v = (env)TK(xn∗ )

1/2K(xn∗ )
−1/2M(xn∗ )d

n
v

≤ ‖env‖K(xn∗ )‖d
n
v‖?,xn∗ ≤ 1

24‖env‖2K(xn∗ )
+ c‖dnv‖2?,xn∗ .

Finally, by combining all these estimates, using multiple absorptions, with
sufficiently small ϑ we finally obtain

‖env‖2K(xn∗ )
≤ c‖enx‖2K(xn∗ )

+ c

p∑

j=1

‖en−jx ‖2K(xn∗ )
+ c‖dnv‖2?,xn∗ . (5.9)

(b) Estimates for ODE. We rewrite the second equation of (5.2) as

1

τ

n∑

j=p

δn−je
j
x = env − d̂x

n
,

with δj = 0 for j > p and

d̂x

n
= dnx +

1

τ

p−1∑

j=0

δn−je
j
x,

where we note that d̂x

n
= dnx for n ≥ 2p. With the coefficients of the power

series

µ(ζ) =

∞∑

n=0

µnζ
n =

1

δ(ζ)

we then have, for n ≥ p,

enx = τ
n∑

j=p

µn−j(e
j
v − d̂x

j
).
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By the zero-stability of the BDF method of order p ≤ 6 (which states that all
zeros of δ(ζ) are outside the unit circle with the exception of the simple zero
at ζ = 1), the coefficients µn are bounded: |µn| ≤ c for all n.

Taking the K(xn∗ ) norm on both sides and recalling that by Lemma 4.2
all these norms are uniformly equivalent for 0 ≤ nτ ≤ T , we obtain with the
Cauchy–Schwarz inequality

‖enx‖2K(xn∗ )
≤ cτ

n∑

j=p

‖ejv − d̂x

j‖2
K(xj∗)

≤ cτ
n∑

j=p

‖ejv‖2K(xj∗)
+ cτ

n∑

j=p

‖djx‖2K(xj∗)
+ c

p−1∑

i=0

‖eix‖2K(xi∗)
.

Combining this inequality with (5.9) and using a discrete Gronwall inequality
then yields the result. ut

6 Consistency error

In this section we show that the consistency errors, that is, the defects defined
by (5.1) and obtained by inserting the interpolated exact solution into the
numerical method, are bounded in the required norms by C(hk + τp) for the
finite element method of polynomial degree k and the p-step BDF method.

Let us first recall the formula for the defect of the spatial semi-discretization
dh,v(·, t) from Section 8 of [KLLP17], for ψh ∈ Sh[x∗(t)]3:
∫

Γh[x∗(t)]
dh,v(·, t) · ψh =

∫

Γh[x∗(t)]
Ĩhv(·, t) · ψh + α

∫

Γh[x∗(t)]
∇Γh Ĩhv(·, t) · ∇Γhψh

+ β

∫

Γh[x∗(t)]
∇Γh ĨhX(·, t) · ∇Γhψh −

∫

Γh[x∗(t)]
g(·, t) νΓh[x∗(t)] · ψh,

which satisfies the following bounds.

Lemma 6.1 [KLLP17, Lemma 8.1] Let the surface X and its velocity v be
sufficiently smooth. Then there exists a constant c > 0 (independent of t) such
that for all h ≤ h0, with a sufficiently small h0 > 0, and for all t ∈ [0, T ], the
defects dh,v of the kth-degree finite element interpolation are bounded as

‖dh,v(·, t)‖H−1
h (Γ (X∗h))

≤ chk.

We will now bound the defect of the full discretization.

Lemma 6.2 Let the surface X and its velocity v be sufficiently smooth. Then
there exist h0 > 0 and τ0 > 0 such that for all h ≤ h0 and for all τ ≤ τ0, the
consistency errors are bounded as

‖dnv‖?,xn∗ = ‖dnv‖H−1
h (Γ (X∗h(tn)))

≤ c
(
τp + hk

)
,

‖dnx‖K(xn∗ ) = ‖dnx‖H1(Γ (X∗h(tn)))
≤ cτp,

where c is independent of h, τ and n with nτ ≤ T .
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Proof For the defect in v, the corresponding finite element function dnv ∈
Sh[x̃n∗ ] with nodal values dnv satisfies the following: for all finite element func-
tions ψ̄h ∈ Sh[xn∗ ] and the corresponding ψh ∈ Sh[x̃n∗ ] with the same nodal
values,

∫

Γh[xn∗ ]
dnv · ψ̄h =

∫

Γh[x̃n∗ ]
Ĩhv(·, tn) · ψh + α

∫

Γh[x̃n∗ ]
∇Γh Ĩhv(·, tn) · ∇Γhψh

+ β

∫

Γh[x̃n∗ ]
∇Γh ĨhX(·, tn) · ∇Γhψh −

∫

Γh[x̃n∗ ]
g(·, tn)νΓh[x̃n∗ ] · ψh,

(6.1)

where Ĩhv(·, tn), ĨhX(·, tn) ∈ Sh[x̃n∗ ]
3 denote the finite element interpolation

of v(·, tn) and X(·, tn), respectively, on Γh[x̃n∗ ]. Let us first rewrite (6.1), by
subtracting the weak form of the problem (2.2). For the first term on the
right-hand side, by adding and subtracting, this yields

∫

Γh[x̃n∗ ]
Ĩhv(·, tn) · ψh −

∫

Γ (X(tn))

v(·, tn) · ψlh

=

∫

Γh[x̃n∗ ]
Ĩhv(·, tn) · ψh −

∫

Γh[xn∗ ]
Ĩhv(·, tn) · ψh

+

∫

Γh[xn∗ ]
Ĩhv(·, tn) · ψh −

∫

Γ (X(tn))

v(·, tn) · ψlh.

Note that the last pair is simply a spatial defect, therefore repeating the same
process for all four terms, and using the spatial defect dh,v from Section 8 of
[KLLP17], we obtain

∫

Γh[xn∗ ]
dnv · ψh =

∫

Γh[x̃n∗ ]
Ĩhv(·, tn) · ψh −

∫

Γh[xn∗ ]
Ĩhv(·, tn) · ψh

+ α

∫

Γh[x̃n∗ ]
∇Γh Ĩhv(·, tn) · ∇Γhψh − α

∫

Γh[xn∗ ]
∇Γh Ĩhv(·, tn) · ∇Γhψh

+ β

∫

Γh[x̃n∗ ]
∇Γh ĨhX(·, tn) · ∇Γhψh − β

∫

Γh[xn∗ ]
∇Γh ĨhX(·, tn) · ∇Γhψh

−
∫

Γh[x̃n∗ ]
g(·, tn)νΓh[x̃n∗ ] · ψh +

∫

Γh[xn∗ ]
g(·, tn)νΓh[x̃n∗ ] · ψh

+

∫

Γh[xn∗ ]
dh,v(·, tn) · ψh.

We estimate the defect dnv pairwise, using similar tools as in part (a) of the
proof of Proposition 5.1 and recalling (5.3).
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For the first pair, we use the setting of Lemma 4.3, and then a Cauchy–
Schwarz inequality and an L2 − L2 − L∞ estimate yield

∣∣∣
∫

Γh[x̃n∗ ]
Ĩhv(·, tn) · ψh −

∫

Γh[xn∗ ]
Ĩhv(·, tn) · ψh

∣∣∣

=
∣∣∣
∫ 1

0

∫

Γn,θh

ψθh(∇Γn,θh
· ẽn,θh )vn,θ∗,hdθ

∣∣∣

≤
∫ 1

0

‖ψθh‖L2(Γn,θh )‖∇Γn,θh
· ẽn,θh ‖L2(Γn,θh )‖v

n,θ
∗,h‖L∞(Γn,θh )dθ

≤ c‖ψ0
h‖L2(Γ 0,n

h )‖ẽ
n,0
h ‖H1(Γ 0,n

h )‖v
n,0
∗,h‖L∞(Γ 0,n

h )

≤ c‖ψh‖L2(Γh[xn∗ ])‖ẽ
n
h‖H1(Γh[xn∗ ])

·
(
‖v∗(·, tn)‖L∞(Γh[xn∗ ]) + ‖v∗,h(·, tn)− v∗(·, tn)‖L∞(Γh[xn∗ ])

)

≤ c‖ψh‖L2(Γh[xn∗ ])‖ẽ
n
h‖H1(Γh[xn∗ ])(1 + ch2)‖v∗(·, tn)‖W 1,∞(Γh[xn∗ ])

≤ c‖x̃n∗ − xn∗‖K(xn∗ )‖ψh‖L2(Γh[xn∗ ])

≤ cτp‖ψh‖L2(Γh[xn∗ ]),

where we used a W 1,∞ interpolation estimate from [Dem09, Proposition 2.7],
and the last inequality follows from (4.3).

The other three pairs are again estimated similarly as above, and we finally
obtain the bounds

∣∣∣
∫

Γh[x̃n∗ ]
∇Γh Ĩhv(·, tn) · ∇Γhψh−

∫

Γh[xn∗ ]
∇Γh Ĩhv(·, tn) · ∇Γhψh

∣∣∣

≤ cτp‖ψh‖H1(Γh[xn∗ ])

∣∣∣
∫

Γh[x̃n∗ ]
∇Γh ĨhX(·, tn) · ∇Γhψh−

∫

Γh[xn∗ ]
∇Γh ĨhX(·, tn) · ∇Γhψh

∣∣∣

≤ cτp‖ψh‖H1(Γh[xn∗ ])

∣∣∣
∫

Γh[x̃n∗ ]
g(·, tn)νΓh[x̃n∗ ] · ψh−

∫

Γh[xn∗ ]
g(·, tn)νΓh[x̃n∗ ] · ψh

∣∣∣

≤ cτp‖ψh‖H1(Γh[xn∗ ]).

Furthermore, as shown in Lemma 8.1 of [KLLP17], the spatial defect dh,v(·, tn)
is bounded by

∫

Γh[xn∗ ]
dh,v(·, tn) · ψh ≤ chk‖ψh‖H1(Γh[xn∗ ]).

Combining the above estimates, we obtain the bound ‖dnv‖?,xn∗ ≤ c
(
τp + hk

)
.

The defect in X is given by

dnx =
1

τ

p∑

j=0

δjx∗(tn−j)− ẋ∗(tn)
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and is solely due to temporal discretization. The bound ‖dnx‖K(xn∗ ) ≤ cτp then
follows by Taylor expansion. ut

7 Proof of Theorem 3.1

The errors are decomposed using interpolations and the definition of lifts from
Section 2.7. We denote by Îhv ∈ Sh[x∗] the finite element interpolation of v

on the interpolated surface Γh[x∗] and by Ihv = (Îhv)l its lift to the exact
surface Γ (X). We write

(vnh)L − v(·, tn) =
(
v̂nh − Îhv(·, tn)

)l
+
(
Ihv(·, tn)− v(·, tn)

)
,

(Xn
h )L −X(·, tn) =

(
X̂n
h − ÎhX(·, tn)

)l
+
(
IhX(·, tn)−X(·, tn)

)
.

The last terms in these formulas can be bounded in the H1(Γ ) norm by Chk,
using the interpolation bounds of [Kov17].

To bound the first terms on the right-hand sides, we first use the defect
bounds of Lemma 6.2, which then, under the mild stepsize restriction, together
with the stability estimate of Proposition 5.1 proves the result, since by the
norm equivalences from Lemma 4.1 and equations (4.1)–(4.2) we have

‖
(
v̂nh − Îhv(·, tn)

)l‖L2(Γ (·,tn)) ≤ c‖v̂nh − Îhv(·, tn)‖L2(Γh[xn∗ ])

= c‖env‖M(xn∗ ),

‖∇Γ
(
v̂nh − Îhv(·, tn)

)l‖L2(Γh[xn∗ ])) ≤ c‖∇Γ∗h
(
v̂nh − Îhv(·, tn)

)
‖L2(Γh[xn∗ ])

= c‖env‖A(xn∗ ),

and similarly for X̂n
h − ÎhX(·, tn).

8 A dynamic velocity law

8.1 Weak formulation and ESFEM / BDF full discretization

We now consider the dynamic velocity law (1.2), viz.,

∂•v + v∇Γ (X) · v − α∆Γ (X)v = g(·, t) νΓ (X),

where again g : R3 × R → R is a given smooth function of (x, t), and α > 0
is a fixed parameter. This problem is considered together with the ordinary
differential equation (2.1) for the positions X determining the surface Γ (X).
Initial values are specified for X and v.

The weak formulation of the dynamic velocity law (1.2) reads as follows:
Find v(·, t) ∈ W 1,∞(Γ (X(·, t)))3 such that for all test functions ψ(·, t) ∈
H1(Γ (X(·, t)))3 with vanishing material derivative,

d

dt

∫

Γ (X)

v · ψ + α

∫

Γ (X)

∇Γ (X)v · ∇Γ (X)ψ =

∫

Γ (X)

g νΓ (X) · ψ, (8.1)
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together with the ordinary differential equation (2.1) for the positions X de-
termining the surface Γ (X). The finite element space discretization is done
in the usual way. We forego the straightforward formulation and immediately
present the matrix–vector formulation of the semi-discretization. As in Sec-
tion 2.5, the nodal vectors v(t) ∈ R3N of the finite element function vh(·, t),
together with the surface nodal vector x(t) ∈ R3N satisfy a system of ordinary
differential equations with matrices and driving term as in Section 2.5:

d

dt

(
M(x)v

)
+ A(x)v = g(x, t),

ẋ = v.
(8.2)

We apply a p-step linearly implicit BDF method to the above ODE system
with a step size τ > 0: with tn = nτ ≤ T and with the extrapolated nodal
vector x̃n∗ defined by (2.8), the new nodal vectors of velocity and position,
vn and xn, respectively, are determined from the following system of linear
equations:

1

τ

p∑

j=0

δjM(x̃n−j)vn−j + A(x̃n)vn = g(x̃n, t)

1

τ

p∑

j=0

δjx
n−j = vn.

(8.3)

As in Section 2, the nodal vector xn defines the discrete surface Γh[xn] =
Γ (Xn

h ), which is to approximate the exact surface Γ (X), and we obtain the
position and velocity approximations (2.9).

8.2 Statement of the error bound

The following result is the analogue of Theorem 3.1 for the dynamic velocity
law. We use the same notation for the lifted approximations.

Theorem 8.1 Consider the ESFEM / BDF linearly implicit full discretiza-
tion (8.3) of the dynamic velocity equation (1.2), using finite elements of poly-
nomial degree k ≥ 2 and BDF methods of order p ≤ 5. We assume quasi-
uniform admissible triangulations of the initial surface and initial values cho-
sen by finite element interpolation of the initial data for X. Suppose that the
problem admits an exact solution X, v that is sufficiently smooth (say, of class
C([0, T ], Hk+1) ∩ Cp+1([0, T ],W 1,∞)) on the time interval 0 ≤ t ≤ T , and
that the flow map X(·, t) : Γ0 → Γ (t) ⊂ R3 is non-degenerate for 0 ≤ t ≤ T ,
so that Γ (t) is a regular surface. Suppose further that the starting values are
sufficiently accurate: for i = 0, . . . , p− 1,

‖(Xi
h)L −X(·, iτ)‖H1(Γ 0)3 + ‖(vih)L − v(·, iτ)‖H1(Γ 0)3 ≤ C0(hk + τp).

Then, there exist h0 > 0, τ0 > 0 and c0 > 0 such that for all mesh widths
h ≤ h0 and step sizes τ ≤ τ0 satisfying the mild stepsize restriction τp ≤ c0h,
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the following error bounds hold over the exact surface Γ (tn) = Γ (X(·, tn))
uniformly for 0 ≤ tn = nτ ≤ T :

‖(xnh)L − idΓ (tn)‖H1(Γ (tn))3 ≤ C(hk + τp),

‖(vnh)L − v(·, tn)‖L2(Γ (tn))3 +

( n∑

j=p

‖(vjh)L − v(·, tj)‖2H1(Γ (tj))3

)1/2

≤ C(hk + τp).

The constant C is independent of h and τ and n with nτ ≤ T , but depends on
bounds of higher derivatives of the solution (X, v), and on the length T of the
time interval.

8.3 Auxiliary results by Dahlquist and Nevanlinna & Odeh

While the formulations of Theorems 3.1 and 8.1 are very similar, the proofs
differ substantially in the stability analysis. In this subsection we recall two
important results that combined permit us to use energy estimates for BDF
methods up to order 5: the first result is from Dahlquist’s G-stability theory,
and the second one from the multiplier technique of Nevanlinna and Odeh.
These results have previously been used in the error analysis of BDF methods
for various parabolic problems in [AL15,ALL17,KP16,LMV13].

Lemma 8.1 (Dahlquist [Dah78]) Let δ(ζ) =
∑p
j=1 δjζ

j and µ(ζ) =
∑p
j=1 µjζ

j

be polynomials of degree at most p (at least one of them of degree p) that have
no common divisor. Let 〈 ·, · 〉 denote an inner product on RN . If

Re
δ(ζ)

µ(ζ)
> 0, for |ζ| < 1,

then there exists a symmetric positive definite matrix G = (gij) ∈ Rp×p such
that for all w0, . . . ,wp ∈ RN

〈 p∑

i=0

δiwp−i,
p∑

i=0

µiwp−i
〉
≥

p∑

i,j=1

gij〈wi,wj〉 −
p∑

i,j=1

gij〈wi−1,wj−1〉.

In view of the following result, the choice µ(ζ) = 1− ηζ together with the
polynomial δ(ζ) of the BDF methods will play an important role later on.

Lemma 8.2 (Nevanlinna & Odeh [NO81]) If p ≤ 5, then there exists
0 ≤ η < 1 such that for δ(ζ) =

∑p
`=1

1
` (1− ζ)`,

Re
δ(ζ)

1− ηζ > 0, for |ζ| < 1.

The smallest possible values of η are found to be η = 0, 0, 0.0836, 0.2878, 0.8160
for p = 1, . . . , 5, respectively.
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8.4 Error equations

By using the same notations as in the previous sections for the nodal vectors
of the exact positions xn∗ ∈ R3N and of the exact velocity vn∗ ∈ R3N , and for
their defects dnv and dnx, we obtain that they fulfil the following equations:

1

τ

p∑

j=0

δjM(x̃n−j∗ )vn−j∗ + A(x̃n∗ )v
n
∗ = g(x̃n, t) + M(xn∗ )d

n
v,

1

τ

p∑

j=0

δjx
n−j
∗ = vn∗ + dnx.

By subtracting the above equations from (8.3), we obtain the error equations
for the surface nodes and velocity:

M(xn∗ )
1

τ

p∑

j=0

δje
n−j
v + A(xn∗ )e

n
v

= − 1

τ

p∑

j=1

δj
(
M(xn−j∗ )−M(xn∗ )

)
en−jv − 1

τ

p∑

j=0

δj
(
M(x̃n−j∗ )−M(xn−j∗ )

)
en−jv

− 1

τ

p∑

j=0

δj
(
M(x̃n−j)−M(x̃n−j∗ )

)
(vn−j∗ + en−jv )

−
(
A(x̃n∗ )−A(xn∗ )

)
env −

(
A(x̃n)−A(x̃n∗ )

)
(vn∗ + env)

+ g(x̃n, tn)− g(x̃n∗ , tn)−M(xn∗ )d
n
v

1

τ

p∑

j=0

δje
n−j
x = env − dnx.

(8.4)

8.5 Stability

We then have the following stability result.

Proposition 8.1 Under the smallness assumptions of Proposition 5.1 for the
defects and the errors in the initial values, the following error bound holds for
BDF methods of order p ≤ 5 for nτ ≤ T :

‖enx‖2K(xn∗ )
+ ‖env‖2M(xn∗ )

+ τ
n∑

j=p

‖ejv‖2A(xj∗)

≤ Cτ
n∑

j=p

(
‖djx‖2K(xj∗)

+ ‖djv‖2?,xj∗
)

+ c‖dnv‖2?,xn∗

+ C

p−1∑

i=0

(
‖eix‖2K(xi∗)

+ ‖eiv‖2M(xi∗)

)
.

(8.5)
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The constant C is independent of h, τ and n, but depends on T .

Proof We test the first error equation in (8.4) with env − ηen−1v to obtain

(env − ηen−1v )TM(xn∗ )
1

τ

p∑

j=0

δje
n−j
v + (env − ηen−1v )TA(xn∗ )e

n
v = ρn,

where the right-hand term ρn can be estimated by the same arguments as
in part (a) of the proof of Proposition 5.1. On the left-hand side we have a
term containing the stiffness matrix A(xn∗ ), which is estimated from below as
follows using Lemmas 4.2 and 4.3:

(env−ηen−1v )TA(xn∗ )e
n
v ≥ ‖env‖2A(xn∗ )

− η‖en−1v ‖A(xn∗ )‖e
n
v‖A(xn∗ )

≥ ‖env‖2A(xn∗ )
− η(1 + cτ)‖en−1v ‖A(xn−1

∗ )‖env‖A(xn∗ )

≥ (1− 1
2η − cτ)‖env‖2A(xn∗ )

− ( 1
2η + cτ)‖en−1v ‖2

A(xn−1
∗ )

.

The other term on the left-hand side, which contains the mass matrix M(xn∗ ),
is estimated from below using Lemmas 8.1 and 8.2. Let us introduce

En
v =

(
en−p+1
v , . . . , en−1v , env

)

and the norm

|En
v|2G,xn∗ =

p∑

i,j=1

gij(e
n−p+i
v )TM(xn∗ )e

n−p+j
v ,

which satisfies the norm equivalence relation

λmin

p∑

i=1

‖en−p+iv ‖2M(xn∗ )
≤ |En

x|2G,xn∗ ≤ λmax

p∑

i=1

‖en−p+iv ‖2M(xn∗ )
, (8.6)

where λmin and λmax are the smallest and largest eigenvalue of the symmet-
ric positive definite matrix G = (gij) of Lemma 8.1. Hence we obtain from
Lemmas 8.1 and 8.2

(env − ηen−1v )TM(xn∗ )
p∑

j=0

δje
n−j
v ≥ |En

v|2G,xn∗ − |E
n−1
v |2G,xn∗ ,

where we note that by Lemma 4.2,

|En−1
v |2G,xn∗ ≤ (1 + cτ)|En−1

v |2
G,xn−1
∗

,

so that altogether we have

|En
v|2G,xn∗ − (1 + cτ)|En−1

v |2
G,xn−1
∗

+ τ(1− 1
2η − cτ)‖env‖2A(xn∗ )

− τ( 1
2η + cτ)‖en−1v ‖2

A(xn−1
∗ )

≤ τρn.
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Using these inequalities from 1 to n yields for sufficiently small τ , with a
positive constant γ,

|En
v|2G,xn∗ + γτ

n∑

j=0

ec(n−j)τ‖ejv‖2A(xj∗)
≤ ecnτ |E0

v|2G,x0
∗

+ τ
n∑

j=0

ec(n−j)τρj .

Using this bound together with estimates for ρj and ejx obtained in the same
way as in the proof of Proposition 5.1 then yields the stated result. ut

Together with bounds for the consistency errors dnv and dnx, which are
proven in the same way as in Section 6, the stability bounds of Proposition 8.1
then yield the O(hk + τp) error bounds of Theorem 8.1.

9 Coupling with diffusion on the surface

Let us now turn to the parabolic surface PDE coupled with the regularised
velocity law. We consider the following coupled problem of an evolving surface
driven by diffusion on the surface, for which the ESFEM semi-discretization
was studied in [KLLP17]:

∂•u+ u∇Γ (X) · v −∆Γ (X)u = f(u,∇Γ (X)u),

v − α∆Γ (X)v + βHΓ (X)νΓ (X) = g(u,∇Γ (X)u)νΓ (X)

∂tX(q, t) = v(X(q, t), t),

(9.1)

with α > 0 and β ≥ 0. The weak formulation and the ESFEM spatial semi-
discretization, also in its matrix–vector formulation, are given in Section 2 of
[KLLP17]. The finally obtained coupled system of differential-algebraic equa-
tions for the vectors of nodal values u(t) ∈ RN , v(t) ∈ R3N , and x(t) ∈ R3N

reads, with the matrices of Section 2.5:

d

dt

(
M(x)u

)
+ A(x)u = f(x,u),

K(x)v + βA(x)x = g(x,u),

ẋ = v.

(9.2)

The right-hand side vectors are defined slightly differently from Section 2.5.
They are given by

f(x,u)|j =

∫

Γh[x]

f(uh,∇Γhuh)φj [x],

g(x,u)|3(j−1)+` =

∫

Γh[x]

g(uh,∇Γhuh)
(
νΓh[x]

)
`
φj [x],

for j = 1, . . . , N, and ` = 1, 2, 3.
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The linearly implicit BDF discretization then reads as follows: with the
extrapolated position vectors x̃n defined by (2.8),

1

τ

p∑

j=0

δjM(x̃n−j)un−j + A(x̃n)un = f(x̃n, ũn),

K(x̃n)vn + βA(x̃n)xn = g(x̃n, ũn),

1

τ

p∑

j=0

δjx
n−j = vn.

(9.3)

Full discretizations using BDF methods of parabolic PDEs on an evolving
surface with a given velocity have been studied in [LMV13]. The combination of
the proofs of Lemma 4.1 and Theorem 5.1 of [LMV13] with the error analysis of
the ESFEM semi-discretization in [KLLP17] and with the proof of Theorem 3.1
in the present paper yields the following convergence theorem. We omit the
details of the proof.

Theorem 9.1 Consider the ESFEM / BDF linearly implicit full discretiza-
tion (9.3) of the coupled surface-evolution equation (9.1), using finite elements
of polynomial degree k ≥ 2 and BDF methods of order p ≤ 5. We assume
quasi-uniform admissible triangulations of the initial surface and initial values
chosen by finite element interpolation of the initial data for X. Suppose that
the problem admits an exact solution u,X, v that is sufficiently smooth (say, of
class C([0, T ], Hk+1)∩Cp+1([0, T ],W 1,∞)) on the time interval 0 ≤ t ≤ T , and
that the flow map X(·, t) : Γ0 → Γ (t) ⊂ R3 is non-degenerate for 0 ≤ t ≤ T ,
so that Γ (t) is a regular surface. Suppose further that the starting values are
sufficiently accurate. Then, there exist h0 > 0, τ0 > 0 and c0 > 0 such that
for all mesh widths h ≤ h0 and step sizes τ ≤ τ0 satisfying the mild stepsize
restriction τp ≤ c0h, the following error bounds hold over the exact surface
Γ (tn) = Γ (X(·, tn)) uniformly for 0 ≤ tn = nτ ≤ T :

‖(unh)L − u(·, tn)‖L2(Γ (tn))3 +

( n∑

j=p

‖(ujh)L − u(·, tj)‖2H1(Γ (tj))3

)1/2

≤ C(hk + τp),

‖(vnh)L − v(·, tn)‖H1(Γ (tn))3 ≤ C(hk + τp),

‖(xnh)L − idΓ (tn)‖H1(Γ (tn))3 ≤ C(hk + τp).

The constant C is independent of h and τ and n with nτ ≤ T , but depends on
bounds of higher derivatives of the solution (u, v,X), and on the length T of
the time interval.

10 Numerical experiments

10.1 Forced mean curvature flow
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We performed numerical experiments for the velocity law (1.1): for x = X(q, t) ∈
Γ (t) with q ∈ Γ0,

v(x, t)− α∆Γ (t)v(x, t) = − βHΓ (t)(x) νΓ (t)(x) + g
(
x, t
)
νΓ (t)(x),

∂tX(q, t) = v(X(q, t), t),
(10.1)

where the inhomogeneity g : R3 × [0, T ] → R is chosen such that the exact
solution is X(q, t) = r(t)q, with q on the unit sphere Γ0. The function r satisfies
the logistic differential equation:

ṙ(t) =
(

1− r1
r(t)

)
r(t), t ∈ [0, T ],

r(0) = r0,

with r1 ≥ r0 = 1, i.e. r(t) = r0r1
(
r0(1− e−t) + r1e

−t)−1.
Therefore, the velocity is simply given by, for x(t) = X(q, t),

v(x(t), t) = ẋ(t) = ṙ(t)p =
(

1− r1
r(t)

)
r(t)p =

(
1− r1

r(t)

)
x(t).

The numerical experiments were performed in Matlab, using a quadratic
approximation of the initial surface Γ0 and using the quadratic ESFEM imple-
mentation from [Kov17], and linearly implicit BDF methods of various orders.

Let (Tk)k=1,2,...,m and (τk)k=1,2,...,n be a series of quadratic initial meshes
and time steps, respectively, such that 2τk = τk−1, with τ1 = 0.1, where the
meshes are generated independently.

We computed the fully discrete numerical solution of the above problem,
with parameters α = 1 and β = 1, for each mesh and stepsize using the
second order BDF method and second order ESFEM. In Figures 10.1 and
10.2 we report on the following errors of the quadratic ESFEM / BDF2 full
discretization

‖(xnh)L − idΓ (tn)‖L2(Γ (tn))3 and ‖∇Γ
(
(xnh)L − idΓ (tn)

)
‖L2(Γ (tn))3

at time T = Nτ = 5. The logarithmic plots show the errors against time step
size τ (in Figure 10.1), and against the mesh width h (in Figure 10.2).

The different lines correspond to different mesh refinements and to dif-
ferent time step sizes in Figure 10.1 and Figure 10.2, respectively. In both
figures we can observe two regions: In Figure 10.1, a region where the tempo-
ral discretization error dominates, matching to the O(τ2) order of convergence
of our theoretical result, and a region, with small stepsizes, where the space
discretization error dominates (the error curves are flattening out). In Fig-
ure 10.2, the same description applies, but with reversed roles. First the space
discretization error dominates, while for finer meshes the temporal error dom-
inates. The convergence in time, see Figure 10.1, can be nicely observed in
agreement with the theoretical results (note the reference line), whereas we
observe better L2 norm convergence rates (O(h3)) for the space discretization,
see Figure 10.2, than shown in Theorem 3.1 for the H1 norm (only O(h2)).
This phenomenon is due to the fact that in the defect estimates we use the
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interpolation instead of a Ritz projection (which is hard to define in this set-
ting), therefore have a defect estimate of order two. However, the classical
optimal L2 norm convergence rates of O(h3) are nevertheless observed.
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2nd order ESFEM / BDF2,   with =1, =1
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Fig. 10.1: Temporal convergence of the BDF2 / quadratic ESFEM discretiza-
tion for the surface-evolution equation (10.1)

2nd order ESFEM / BDF2,   with =1, =1
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Fig. 10.2: Spatial convergence of the BDF2 / quadratic ESFEM discretization
for the surface-evolution equation (10.1)
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Figure 10.3 shows the same errors for the BDF method of order 4. It is
clearly seen that in this problem the BDF4 method gives much better accuracy
than BDF2, at nearly the same computational cost.

2nd order ESFEM / BDF4,   with =1, =1
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Fig. 10.3: Temporal convergence of the BDF4 / quadratic ESFEM discretiza-
tion for the surface-evolution equation (10.1)

Numerical experiments for a semi-linear parabolic PDE system coupled to
a velocity law on a surface with less symmetry, illustrating the coupled problem
of Theorem 9.1, are discussed in detail in our previous work [KLLP17], where
linearly implicit BDF methods have also been used.

10.2 Mean curvature flow

We also performed some numerical experiments, using mean curvature flow
(MCF), to illustrate the effect of the elliptic regularisation. We again consider
the problem (10.1), however without a forcing term, i.e. the following form of
mean curvature flow:

v(x, t)− α∆Γ (t)v(x, t) = − βHΓ (t)(x) νΓ (t)(x),

∂tX(q, t) = v(X(q, t), t).
(10.2)

The initial surface is a rounded cube, the parameter β is fixed to one. Fig-
ure 10.4 shows the results of different numerical experiments (using quadratic
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finite elements and BDF method of order 4) at times t = 0, 0.2, 0.4, 0.5 from
top to bottom, while the parameter α is set to 0.1, 0.01, 0.001 and 0, from left
to right, respectively. We note that our convergence results apply only to the
case of a fixed positive α, but the numerical experiments show good behaviour
also for α→ 0.

Fig. 10.4: MCF with different values of α at different times
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