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Homework 8

We know about two main assumptions (Ass)1,2 which, if they hold for a general LS estimator, validate
its universal strongly consistency. A specific example covered by this theorem is a data-dependent
partitioning estimator {mn}n, for which we verified in the lecture the ‘best approximation property’
(Ass)1, i.e.,

inf
f∈TβnGc◦Pn

∫
Rd

∣∣f(x)−m(x)
∣∣2 µ[dx] ↓ 0 (n ↑ ∞) P-a.s.

The aim of this homework sheet is to complete this program, by verifying (Ass)2 for {mn}n, which is

sup
f∈TβnGc◦Pn

∣∣∣ 1
n

n∑
i=1

∣∣f(Xi)− Yi,L
∣∣2 − E

[
|f(X)− YL|2

]∣∣∣ ↓ 0 (n ↑ ∞) P-a.s. (1)

In the lecture, we already discussed relevant steps which are needed here to settle (1) at earlier places
for different LS estimators.1

Problem 1. Use Lemma 13.1. in the book by [Györfi et al., p. 238] to prove (1).

Problem 2. Detail the proof for Lemma 13.1. given in the book by [Györfi et al., p. 238].

Date of Submission: 12.00 on 12.07.2023.
1One place where we used related arguments was when we when we showed (1) in the case of the linear LS series

estimator.
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