
Mathematisch-
Naturwissenschaftliche
Fakultät

Fachbereich Mathematik

Prof. Dr. Andreas Prohl
Dr. Abhishek Chaudhary

Statistical Learning 2
Summer-Semester 2023 Tübingen, 28.06.2023

Homework 7

Problem 1. a) Choose M ∈ N0, and let GM be the set of all polynoms on Rd of degree M . Let
Pn ≡Pn(Dn) be a data-dependent partition and set

GM ◦Pn =
{
f : Rd → R; f =

∑
A ∈Pn

gA 1A for some gA ∈ GM ∀A ∈Pn

}
.

Now define accordingly (as in the lecture) the related (truncated) LS estimator

mn(x) = Tβn
(
m̃n(x)

)
∀x ∈ Rd .

Show that the same assumptions (n ↑ ∞)

(a) βn ↑ ∞ ,
M(Πn) · β4n · log(βn)

n
,

log
(
∆n(Πn)

)
· β4n

n
↓ 0 ,

β4n
n1−δ

↓ 0 for some δ > 0 ,

(b) inf
S∈Rd:µ[S ]≥1−δ

µ
[{

diam
(
An(x) ∩S

)
> γ

}]
↓ 0 P-f.s. for all γ > 0 and δ ∈ (0, 1)

imply strong universal consistency of this LS estimator.

b) Let d = 1, and M = 1. Use part a) to define a strongly consistent LS estimator based on data
dependent partitions with statistically equivalent blocks.

Problem 2. In the lecture, we verified when strong consistency holds for the data dependent partitio-
ning estimator based on ‘statistically equivalent blocks/cells’ — when X takes values in R1.

As is written in the book by [Györfi, p. 245], ‘...the concept of statistically equivalent blocks can be
extended to Rd as follows (the so-called Gessaman rule): For fixed sample size n set M = b( nkn )

1
d c.

According to the first coordinate axis, partition the data into M sets such that the first coordinates form
statistically equivalent blocks. We obtain M cylindrical sets. In the same fashion, cut each of these
cylindrical sets along the second axis into M statistically equivalent blocks. Continuing in the same
way along the remaining coordinate axes, we obtain Md rectangular cells, each of which (with the
exception of those on the boundary) contains kn points (see Figure 4.6)...’

Find conditions on βn and kn such that the truncated data-dependent partitioning estimate, which uses
a partition defined by Gessaman’s rule, is strongly consistent for all distributions of (X, Y ) where each
component of X has a density and E[Y 2] <∞.

Problem 3. In the lecture, we tried other possible partitioning rules for data Dn — which again are
based on the concept of statistically equivalent blocks — for situations where X = (X1, . . . , Xd)>
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takes values in Rd, for d ≥ 2. One strategy — seemingly efficient to fastly achieve such a partitioning
Pn(zzzn) — recursively cuts a macro-cell into smaller ones, and the first step of it is as follows:

a) start the procedure with a macro-cell R0 that contains all xxxn = {xj}nj=1 — the first components
in zzzn.

b) Identity the coordinate `∗0 ∈ {1, . . . d} for which the standard deviation of {x`∗j }nj=1 is largest, and
compute its median value m`∗(R0) ≡ m`∗

(
R0; {x`∗j }nj=1

)
.

c) Now decompose R0 into
⋃2
i=1R0i, by locating

(c1) all xj (and so also zj ⊂ zzzn) into R01 which satisfy xj`∗ < m`∗(R0), and

(c2) into R02 the remaining data points.

The recursive construction now proceeds accordingly with the two ‘macro-cells’ R01 and R0,2, and
comes to a stop when all cells of this partition Pn(zzzn) contain the (almost) same amount of data
points.

Is this data-dependent partitioning rule strongly consistent?
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